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IIpennciosue

HaHHOe yueOHO-MeTomydecKoe IocoOMe mpeaHasHa4YeHO It
CTYAEHTOB IIepBOro ¥ BTOPOro Kypcos dakyinprera BMK MI'Y
M. M.B. JlomoHOCOBa " dBisieTcsa IPOAOIDKEHVEM — IIePBBIX
BeiyckoB “English Reader for Computer Science” (2008 -
2009rr.).

ITocobue cocTaBeHO B COOTBETCTBUU C TpebOBaHMAMM
roCyJapCTBeHHOIO CTaHAapTa npodeccroHaIbHOIO
oOpa3oBaHNMs B $3bIKOBOVI TIOATOTOBKE I HES3BIKOBBIX
CHeIMaIbHOCTeN BBICIINX YUeOHBIX 3aBefIeHUll 1  OIMpaeTcs
Ha  OHBIT  yueOHO-MeTonmMueckom  paboTel  Kadpempbl
aHDIMVCKoro s3blka pakysereta BMK.  Ilembio  mocoOwst
aBJigeTcs (OopMMpOBaHMEe W COBepIIeHCTBOBaHVe HaBbIKOB
OBJIaJleHVsl aHIJIMVICKMM SI3bIKOM KaK CPeJICTBOM IMMChbMEeHHOI'O
M ycTHoro obmeHuss B cdepe mpodeccroHaIbHOM
nmeareinpHOCT.  Ilocobme  cocromr w3 11 pasmenos,
BKJIFOYAIOIIVIX TeKCThl M 3agaHus K HuUM. CTpyKkTypa Bcex
pasziesioB y4eOHOro IocoOMsi OIHOTHUITHA: TEKCT CO CIIVICKOM
aKTMBHOW ITPO(eCccCMOHaIBHOM JIEKCUKM VI KOMMEHTaPUSIMU
«Notes» 11 ¢ mocyeyomyIMmM 3aJaHVIIMU.

TekcTpl 1I0COOMST  TIPEACTaBIISIIOT OO0V  OpUIMHAJIbHBIE
ayTeHTMYHBble  MaTepuasibl,  IIOCBSIIleHHble  OCHOBHBIM
npobsieMaM  COBpeMEHHOV  KOMIIBIOTEPHOW  HayKu U
MHPOPMAILMOHHBIM ~ TexHosIorvsM. Ilpm BbIOOpe TekcTOB
CTaBWIACh 3a/iada OTOOpATh He TOJIBKO MHTEpPecHBIE VI CBEXVie
MaTepuasibl, HO U, IIpeXJie BCero, COOTBETCTBYIOIIe JIeKIIVAM,
4yMTaeMbIM CTy[eHTaM Ha IepBBIX JIBYX Kypcax dakysbTeTax
BMK.

3agaHus K TeKCTaM HallpaB/IeHbl Ha 3aKpeIUleHue JIEKCUKU U
TePMMHOJIOTUI M YMeHMs WCIOJIb30BaTh MX He TOJIBKO Ipu
YTeHWM, HO WM IIpM IHWCbMEHHOM IlepeBoje TeMaTU4ecKuX
TeKCTOB KaK C aHIJIMVICKOTO Ha PyCCKUI A3bIK, TaK M C PyCCKOrO
Ha aHIJIMVICKMI s13bIK. KakabI pasfien 3akaHumBaeTcs TeMaMu
YCTHBIX Oece] 11 IVCKYCCUTA 10 ITIPOTIIEHHOMY MaTepuaily.
ABTOpBI 1TOCOOMS HameIOTCsl, UTO BOIIIeIe B Hero cCBexue
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ITO3HaBaTeJIbHbI€ TEeKCTbI, B OCHOBHOM HaIIViICaHHbIE€, IIOHATHBIM
"  KpacuBbIM AHIJIUVICKUM  SI3BIKOM, IIOMOI'yT BbI3BaTb U
IIoaeprKarb VMHTepeC K HeMYy He TOJIBKO y CTyIIE€HTOB ITaHHOW
CIIeIaJIBHOCTV, HO TakKXe Yy IIMPOKOro Kpyra Hay4YHBIX

paOOTHMKOB W acHMpPaHTOB, pabotarorux B obsacTu
BBIUVC/INTEIBHOV TEXHVIKIAL.
Martepwnabt IIocOOMsT ~ pacCuMTaHbBl Ha CPemgHUI U

NPOOBVMHYTHII  YPOBHM  BJIQfeHMS AHIJIMCKAM  SI3BIKOM,
IIO3TOMY aBTOPBl OCTaBJISIOT 3a IIperogaBaTe/IsIMU  IIPaBoO
cBOOOIHOro BBIOOpa OpraHM3alMM ydeOHOro Ipolecca IO
V3YUYEeHMIO 3TUIX MaTepuajioB B 3aBUCMMOCTM OT Pa3HOIO
YPOBHSI 3HAHWV YYaIIIVIXCSI.

JL.b. CapaToBckas



HISTORY OF COMPUTING

PRE-COMPUTER ERA

Read the following words and word combinations and use
them for understanding and translation of the text:

to emerge - BO3HMKATh, IIOABJIATHCA
prehistory - coBoKymHOCTE cBeleHMII 0 JOMCTOPUIeCKO
3II0Xe

notch - Haceuka

aid - momomie

whole-number - eouncieHHBIN

gears and levers - IrecrepeHKM M pbIdaru
reliable - Hame>KHBIN

loom - TKarkmi cTaHOK

to weave - TKaTh

to specify - TouHO onpenesIATH, 3aJaBaTh
therefore - mosromy, cregoBaTeIbHO

to implement - pean3oBbIBaTH

vision - 3aMbIcesI

to enable - maBaTh BO3MO>XXHOCTB, II03BOJIATH
a wide variety (of) - mmpoxmi BEIGOD

to credit sb. with smth. - BMeHATE UTO-11. B 3aC/TyTy KOMY-JI.
concept - HOHATHE, MOes

loop - nuKI

to attribute - npunmceIBaTh (AaBTOPCTBO)

to propose - npennarare

proposition - mpeasio>keHne, yrBep KaeHne
assertion - yreepikaeHme

value - (unc10BO€) 3HaAUEHME

to harness - ncnosp30BaTh

census - Iepenvch HaceJIeHUs

vigorous - cVJIBHBIVI, MTHT€HCYBHBIV
general-purpose - yHuBepcaIbHBIN

principal means - ocHOBHBIe cITI0COOBI



The idea of mechanical computation emerged in prehistory
when early humans discovered that they could use physical
objects such as piles of stones, notches, or marks as a counting
aid. The ability to perform computation beyond simple
counting extends back to the ancient world: for example, the
abacus developed in ancient China could still beat the best
mechanical calculators as late as the 1940s.

The mechanical calculator began in the West in the 17th
century, most notably with the devices created by philosopher-
scientist Blaise Pascal. He built and sold gear-driven mechanical
machines, which performed whole-number addition and
subtraction. Later in the seventeenth century, a German
mathematician, Gottfried Wilhelm von Leibniz, built the first
mechanical device designed to do all four whole-number
operations: addition, subtraction, multiplication, and division.
Unfortunately, the state of mechanical gears and levers at that
time was such that the Leibniz machine was not very reliable.
In the late 18th century, Joseph Jacquard developed what
became known as Jacquard’s Loom, used for weaving cloth.
The loom used a series of cards with holes punched in them to
specify the use of specific colored thread and therefore dictate
the design that was woven into the cloth. Though not a
computing device, Jacquard’s Loom was the first to make use of
an important form of input: the punched card.

It wasn’t until the 19th century that the next major step was
taken, this time by a British mathematician. Charles Babbage
designed what he called his analytical engine. His design was too
complex for him to build with the technology of his day, so it
was never implemented. His vision, however, included many of
the important components of today’s computers. It would have
incorporated punched cards for data input, a central calculating
mechanism (the “mill”), a memory (“store”), and an output
device (printer). The ability to input both program instructions
and data would enable such a device to solve a wide variety of
problems



Then Ada Augusta, Countess of Lovelace, the daughter of Lord
Byron, a most romantic figure in the history of computing and a
skilled mathematician became interested in Babbage’s work on
the analytical engine and extended his ideas (as well as
correcting some of his errors). Ada is credited with being the
first programmer. The concept of the loop - a series of
instructions that repeat - is attributed to her. The programming
language Ada, used largely by the United States Department of
Defense, is named for her.

In 1847, British mathematician George Boole proposed a
system of algebra that could be used to manipulate
propositions, that is, assertions that could be either true or false.
In his system, called propositional calculus or Boolean Algebra,
propositions can be combined using the “and” and “or”
operators (called Boolean operators), resulting in a new
proposition that is also either true or false.

Note the correspondence between the two values of Boolean
logic and the binary number system in which each digit can
have only the values of 1 or 0. Electronic digital computers are
possible because circuits can be designed to follow the rules of
Boolean logic, and logical operations can be harnessed to
perform arithmetic calculations.

Besides being essential to computer design, Boolean operations
are also used to manipulate individual bits in memory, storing
and extracting information needed for device control and other
purposes.

Herman Hollerith invented the automatic tabulating machine,
a device that could read the data on punched cards and display
running totals. His invention would become the basis for the
data tabulating and processing industry.

Aided by Hollerith’'s machines, a census unit was able to
process 7,000 records a day for the 1890 census, about ten times
the rate in the 1880 count.

Facing vigorous competition and in declining health, Hollerith
sold his patent rights to the company that eventually evolved
into IBM, the company that would come to dominate the
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market for tabulators, calculators, and other office machines.
The punched card, often called the Hollerith card, would
become a natural choice for computer designers and would
remain the principal means of data and program input for
mainframe computers until the 1970s.

Notes:

Jacquard’s loom (Tkarkmit craHOK, MammHa JKakkapma) was
developed in1804-05 by Joseph-Marie Jacquard of France, but it
soon spread elsewhere. His system improved on the punched-
card technology of Jacques de Vaucanson’'s loom (1745).
Jacquard’s loom utilized interchangeable punched cards that
controlled the weaving of the cloth so that any desired pattern
could be obtained.

Propositional calculus - jiormueckoe mcumciieHve

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1. The ability to perform computation beyond simple
counting extends back to the ancient world...

2. ...the abacus developed in ancient China could still beat
the best mechanical calculators as late as the 1940s.

3. The mechanical calculator began in the West in the 17th
century, most notably with the devices created by
philosopher-scientist Blaise Pascal.

4. It wasn’t until the 19th century that the next major step
was taken, this time by a British mathematician.

5. Then Ada Augusta, Countess of Lovelace, the daughter
of Lord Byron, a most romantic figure in the history of




computing and a skilled mathematician became
interested in Babbage’s work on the analytical engine

6. In 1847, British mathematician George Boole proposed a
system of algebra that could be used to manipulate
propositions, that is, assertions that could be either true
or false.

7. Besides being essential to computer design, Boolean
operations are also used to manipulate individual bits in
memory...

8. Aided by Hollerith’s machines, a census unit was able to
process 7,000 records a day for the 1890 census, about
ten times the rate in the 1880 count.

2. Answer the following questions:

1. What are the four whole-number operations?
. Who was the first to introduce punched card input?

3. What did Babbage's analytical engine conceptually
include?

4. Why is Ada Byron described as "a most romantic figure
in the history of computing"?

5. What is the essence of Boolean logic? Why does it
perfectly fit electronic components?

6. Why is the punched card often referred to as the
Hollerith card?

3. Translate into English:

KoMniproTep Ha mapoBo1 TsTre

BukTopuaHCcKMII KOMIIBIOTEp, BepHee, ero TOouHasl KOINs,
OymeT moOCTpoeHa OpPWUTAHCKMM IPOrpPaMMMCTOM [I>KOHOM
I'pexemomM-KammuHrom. Ha cos3iaHue IIpOTOTHUIIA
cospemenHoro 1K [Ixony nonagoowurcs 400 Teic. pyHTOB.

Kax okasasioce, cosmarerrem nepsoro [1K ObuT OTHIOND He
Teropuar, a Yapiae3 ba00mmx - OpuraHckmit MaTreMaTuK. A
creiayl OH TaKOVI IIPOPBIB B BEIYMICIINTEIBHBIX TEXHOJIOTMSIX KaK
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pa3 uepe3 rop mocie cmeptu Ilymkumna. Kcratw, r1aBHBIM
VICTOYHVKOM ITUTaHMs [JIs IIepBOro KOMIIbIoTepa ObUIO He
JIeKTPUYeCTBO, a MHap. YCTpPOWCTBO OBUIO pasMepoM ¢
HeOOJIBIIIOV ~ TPY30BMUK,  COCTOSIIIUIA M3  MHOXecTBa
pa3HOODOpa3HBIX BajlOB, IIIATYHOB, CTep)KHE ¥ IecTepeHOK.
Mecro mporieccopa B 3TOM yAMBUTEILHOM amllapaTe 3aHVMal
OapabaH €O BCTaBHBIMM CTEPXHSIMM, OYeHb CUJIBHO
HaIIOMMHAOIMI OapabaH MeXaHMYeCcKOro IMaHVHO.

Matepuasibl, 13 KOTOpbIX ObUI ITocTpoeH nepsem1 1K, He
coflepXayi KpeMHMsl. B ocHOBHOM 3TO ObUIa Mefpb 1 >Kejies0.
Xots pacmmpsieMasi TaMATh ObUIa IpedycMOTpeHa M B 3TOVL,
camomnt 1repsont momerm I1K. Ilpapma, pasmep ee ObUT coBceM
HebompmM - 1 xvtobartt. I[TpotoTumr coBpemennsix ITK mven
LI1Y, miorrep, npuHTep U JaXe MMKPOIpPOrpaMmy,
HAallOMMHAIONIYI0 ~ COBpPeMeHHBII  Omoc. A BOT  mId
IIporpaMMIMpPOBaHMs TaKOTO YCTPOVICTBA  VCIIOJIb30BaJIVICh
IUIaCTMHKY, OYeHb CWIbHO HallOMMHaIoIIe IlepdOKapThL
Kcraty, aT0 ycTpomicTBO M3HadaIbHO OBUIO IIpeHa3HauYeHO
IS ITMPOKOTO KpyTa BBIUVICIIeHWU.

B ycrpovictse ba66umxa HeT HeoueToB. OHO COBEpPIIIEHHO
Jaxe II0 cCOBpeMeHHbIM pamkKaMm. K ToMy >xe MaremaTwk [0
caMoOVl CMepTU TPyOwICs Hajl yCOBepIeHCTBOBaHVEeM CBOEro
M300peTeHns, Has3blBasl €ro «aHAJIUTUYECKON MalllTHOVI»
(Analitical Engine). Bopouem, Hu cam Yapips, HU ero cbiH
I'erpu Tak 1 He cMoITIM cOOpaTh CBOIO pa3paboTKy “B kestese”.
CoOcTBeHHBIX COepexeHMII B ceMbe He XBaTWIO, a
HPaBUTEILCTBO He BUJIEJIO CMBIC/IAa BKJIaJbIBaTh CyMacIle/Iye
OeHbI'M B MOHTaX 3TOV MAaCCMBHOVI, CJIOXHOV ¥ BecbMa
OOPOrOCTOSIIIEVT YCTaHOBKL.

YrtoObl BOcIpomsBecTn ycTporictBo ba06mmxa, I'pexem-
Kamvmuur Oymer pacmmdpoBblBaTh M M3y4daThb  3alllCH,
KOTOpBIe B JTaHHBIVI MOMEHT HaxOAATCS B JIOHAOHCKOM My3ee.
3atem OymeT Bocco3maHa MOIEIb aHAINTUYECKOV MAIIVIHBL
Iloka mpeT MaccoBasi KaMIlaHVs 110 cOOpPy CpefcTB Ha cCOOpKy
aHATUTIYECKOV MaIlMHBL Y>ke ObUIO moiydeHO okoso 1600
ITOXXePpTBOBAHWIA.
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HamomHmM, 49ro paHee BoOcco3gaTh aHaJIMTUYECKYIO
MarHy Yapibsa b360mmka merrtasics ero ceiH. To, 4To y Hero
IOJIy YWI0Ch, XpaHUTCA HbIHe B JIOHJOHCKOM My3ee HayKI.

4. Give the summary of the text using the key terms.

EARLY COMPUTERS

Read the following words and word combinations and use
them for understanding and translation of the text:

warfare - BoeHHbIe JeVICTBMA

accurate calculations - TouHbIe BBIYMCIIeHNA
application - npumenenue

vacuum tube - 351eKTpoHHas1 JTamMmna
transmission - (pagmo)nepemaua

impregnable - HermpucTyIHBIN

to investigate - ncciemoBath

to arouse interest - Bo30y>kgaTe MHTepec
underwrite - rapaHTHMPOBaTh, HOAIVCHIBATH(Cs1)
rather than - ckopee uem, a He

to solve a problem - permnTs 3agavy (mpobiemy)
viable - KOHKypeHTHBIVI, )KM3HECIIOCOOHBIV
mainstream - rocrocTBYIOIIAs TeHAEHIIVS
feature - yepra, cBOVICTBO

to maintain - moggep>xuBaTh, 00CTy>)KMBaTh
routine - craHZapTHasA IporpaMma
fundamental - kpaeyrosIbHBIVI, OCHOBHO

unit - 610K, MOTyJTIB

to extract square roots - M3B/IeKaTh KBagpaTHbIE KOPHM

The highly industrialized warfare of World War II required the
rapid production of a large volume of accurate calculations for
such applications as aircraft design, gunnery control, and
cryptography. Fortunately, the field was now ripe for the
development of programmable digital computers. Many
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reliable components were available to the computer designer
including switches and relays from the telephone industry and
card readers and punches (manufactured by Hollerith’s
descendant, IBM), and vacuum tubes used in radio and other
electronics.

Early computing machines included the Mark I, a huge
calculator driven by electrical relays and controlled by punched
paper tape. Another machine, the prewar Atanasoff-Berry
Computer was never completed, but demonstrated the use of
electronic (vacuum tube) components, which were much faster
than electromechanical relays. Meanwhile, Zuse, a German
inventor, built a programmable binary computer that combined
a mechanical number storage mechanism with telephone relays.
He also proposed building an electronic (vacuum tube)
computer, but the German government decided not to support
the project.

During the war, British and American code breakers built a
specialized electronic computer called Colossus, which read
encoded transmissions from tape and broke the code of the
supposedly impregnable German Enigma machines. The most
viable general-purpose computers were developed by J. Presper
Eckert and John Mauchly starting in 1943. The first, ENIAC,
was completed in 1946 and had been intended to perform
ballistic calculations.

Mark I (and IBM Again)

As a doctoral student at Harvard, Aiken began to investigate
the possibility of building a large-scale, programmable,
automatic computing device and managed to arouse interest in
his project, particularly from Thomas Watson, Sr., head of
International Business Machines (IBM). In 1939, IBM agreed to
underwrite the building of Aiken’s first calculator, the
Automatic Sequence Controlled Calculator, which became
known as the Harvard Mark I.

Like Babbage, Aiken aimed for a general-purpose
programmable machine rather than an assembly of special-
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purpose arithmetic units. Unlike Babbage, Aiken had access to a
variety of tested, reliable components, including card punches,
readers, and electric typewriters from IBM and the mechanical
electromagnetic relays used for automatic switching in the
telephone industry. His machine used decimal numbers rather
than the binary numbers of the majority of later computers.
Sixty registers held whatever constant data numbers were
needed to solve a particular problem. The operator turned a
rotary dial to enter each digit of each number. Variable data
and program instructions were entered via punched paper tape.
Calculations had to be broken down into specific instructions
similar to those in later low-level programming languages. The
results (usually tables of mathematical function values) could
be printed by an electric typewriter or output on punched
cards. Huge (about 8 feet [2.4 m] high by 51 feet [15.5 m] long),
slow, but reliable, the Mark I worked on a variety of problems
during World War II, ranging from equations used in lens
design and radar to the designing of the implosive core of an
atomic bomb.

Compared to later computers such as the ENIAC and UNIVAC,
the sequential calculator, as its name suggests, could only
perform operations in the order specified.

ENIAC

The Electronic Numerical Integrator and Computer (ENIAC)
was developed by John W. Mauchly and John Presper Eckert,
Jr., at the University of Pennsylvania. The machine had been
financed by the U.S. army during the Second World War as a
calculator for ballistic tables. With Mauchly providing
theoretical design work and J. Presper Eckert heading the
engineering effort, ENIAC was completed too late to influence
the outcome of the war.

By today's standards for electronic computers ENIAC was a
grotesque monster. Its thirty separate units, plus power supply
and forced-air cooling, weighed over thirty tons. Its 19,000
vacuum tubes, 1,500 relays, and hundreds of thousands of
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resistors, capacitors, and inductors consumed almost 200
kilowatts of electrical power.

But ENIAC was the prototype from which most other modern
computers evolved. It embodied almost all the components and
concepts of today's high-speed, electronic digital computers. Its
designers conceived what has now become standard circuitry
such as the gate, buffer and used a modified Eccles-Jordan flip-
flop as a logical, high-speed storage-and-control device.

ENIAC could discriminate the sign of a number, compare
quantities for equality, add, subtract, multiply, divide, and
extract square roots. ENIAC stored a maximum of twenty 10-
digit decimal numbers. Its accumulators combined the
functions of an adding machine and storage unit. No central
memory unit existed, per se. Storage was localized within the
functioning units of the computer.

The primary aim of the designers was to achieve speed by
making ENIAC as all-electronic as possible. The only
mechanical elements in the final product were actually external
to the calculator itself. These were an IBM card reader for input,
a card punch for output, and the 1,500 associated relays.
ENIAC, however, did not have any programming interface. For
each new program, cables had to be plugged in the right
devices, adaptors used on the right connections, dials and
switches set for the right values etc. Thus, it need not surprise
that the planning of a computation, not only the translation of
the mathematics into a general scheme but also the realisation
of the scheme as a combination of cables and switch settings,
could take weeks and had to be done with utmost care.

ENIAC was frustrating to use because it wouldn’t run for more
than a few minutes without blowing a tube, which caused the
system to stop working. Every time a new problem had to be
solved, the staff had to enter the new instructions by rewiring
the entire machine. The solution was the stored program
concept, an idea that occurred to just about everyone working
with electronic computers after World War II.

14



Rather than the program being set up by wiring or simply read
sequentially from tape or cards, the program instructions
would be stored in memory just like any other data. Besides
allowing a computer to fetch instructions at electronic rather
than mechanical speeds, storing programs in memory meant
that one part of a program could refer to another part during
operation, allowing for such mechanisms as branching, looping,
the running of subroutines, and even the ability of a program to
modify its own instructions.

Notes:

Enigma machine was an electro-mechanical rotor cipher
machine used in the 20-th century for enciphering and
deciphering secret messages. It was invented by the German
engineer Arthur Scherbius at the end of World War I.

J. Presper Eckert and John Mauchly designed ENIAC, the first
general-purpose electronic digital computer, as well as EDVAC,
BINAC and UNIVAC L

Eccles-Jordan flip-flop - Tpurrep (TpurrepHas cuictema) - Kj1acc
JIEKTPOHHBIX  YCTPOWCTB,  OOJaJaloIIMX  CIIOCOOHOCTBIO
IUTNTEJIBHO HaXOOWTBCS B OOHOM W3 [BYX YCTOVYMBBIX
COCTOSIHMVI M dYepeloBaTb WX IIOf], BO3IEVICTBVMEM BHEIITHVIX
CUTH&JIOB. VICTIONIB3YIOTCS, B OCHOBHOM, B BBIUMCIINUTEIILHON
TeXHVKe UII  OpraHM3allMy  PerucTpoB,  CYETUMKOB,
porieccopos, O3Y.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1. Meanwhile, Zuse, a German inventor, built a
programmable binary computer that combined a
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mechanical number storage mechanism with telephone
relays.

During the war, British and American code breakers
built a specialized electronic computer called Colossus,
which read encoded transmissions from tape and broke
the code of the supposedly impregnable German
Enigma machines.

Sixty registers held whatever constant data numbers
were needed to solve a particular problem.

ENIAC could discriminate the sign of a number,
compare quantities for equality, add, subtract, multiply,
divide, and extract square roots.

ENIAC was frustrating to use because it wouldn’t run
for more than a few minutes without blowing a tube,
which caused the system to stop working.

Besides allowing a computer to fetch instructions at
electronic rather than mechanical speeds, storing
programs in memory meant that one part of a program
could refer to another part during operation...

2. Answer the following questions:

1.

Sl

What paved the way for the emergence of the first
digital computer?

Who backed the Mark I project?

What was the fundamental difference between the Mark
I and modern computers?

Where did the military use the Mark I?

What aspects of creating ENIAC did Mauchly and
Eckert (respectively) work on? What do you think each
aspect encompassed?

Which components of the modern computer did ENIAC
include?

What was ENIAC capable of?

What was the major drawback of the ENIAC? What
came as a solution?
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3. Translate into English:

IlepBet  CcOBETCKMII KOMIIBIOTEp OBUI CO34aH IO
pykosorctBoM Cepres AstekceeBuda JleGemesa (1902—1974).
HeobxomgmmMocTts cosmanms coocrsenHoro 9BM B CCCP GOnuta
oco3HaHa HecKolmbko T1103Xke, dYem BCIIA, Tak dTO
COOTBETCTByIOIIYie  PadOTBl  HAYaMCh  TOJIBKO  C OCEHM
1948 roma. VIHuumaTopaMm IIpoeKTa BBICTYIIWUIM Yy4eHble-
SOepIIVIKM — B Te TOIbl OyKBaJIbHO BCS CTpaHa paboTasia Hap,
aTOMHBIM IIPOEKTOM.

st paspabotkm oreuectBeHHO DBM JleGemeBy wm ero
COTPpyJHVMKaM OTBeJIM Iiejloe KPbUIO IBYX3TaXKHOTO 3[aHWs
TavHOM J1abopatopum B MecTeuke Deodanms mon Kuesowm.
I'lo BocTIOMMHAHMSAM YYaCTHMKOB TeX COOBITHV, paboTain Bce
wieHbl KOJUIeKTMBa 0e3 cHa m oTApIxa. TOJIBKO K KOHILY
1949 onpenenvutack MpUHIMIINAIbHAS cXeMa OJIOKOB MaIlIVHBL.
Jlanee Hava/IMCh YMCTO TeXHMUYECKME CJIOKHOCTM — Te caMble,
C KOTOPBIMM  3a HECKOJIBKO ~ JIeT /10 3TOTO  CTOJIKHYJIVICh
aMepuKaHIIbL. Ho x xon1y 1950 roma  BBIUMCIIMTEIIBHAS
MarHa ObUIa BCe-TaKM IIOCTpOEHa. C 1952 roma
Ha 3allyIIeHHBIX B MacITabHoe 1pomssBoacTBo  MBDCM-ax
pelraymcey BayKHEVIIIIVe Hay4HO-TexHI4JecKye 3agaumn
13 00J1aCTM TEPMOSIIEPHBIX ITPOIIECCOB, KOCMMYECKNX IT0JIETOB
VI paKeTHOW TeXHMKW, IAIBHUX JIMHWUI 3JIeKTpoIlepenayn,
MEeXaHVKM, CTaTUCTUYIECKOTO KOHTPOJIS KauecTBa,
CBEPX3BYKOBOVI aBMATTUL.

B 1952 —-1953 romax M>CM Obu1a caMom
6BICTpO;£LeI7ICTBYIOIlLeT7[ U ITpaKTUYeCKU eIMHCTBEeHHOM
peryJisipHO 3KcIutyatupyemont 2BM B Espore.

B 310 Bpems JlebGemeB mero komaHpma OyKBaJIbHO
HacTylaJla Ha ISITKM CBOMM aMEePMKaHCKMM ¥ OpUTaHCKUM
KoJUIeram.

CoBeTckme y4YeHBle, pasyMeeTcs, 3HaIM O paspaboTkax
3amagHbBIX KoJUIer B 00JIacTy BBIUMCIIUTEIEHOV TeXHUKN. 3SHaAJIV
u o xommbioTepe ENIAC, xoTopsivt 6bU1 TTOCTpoOeH B 1946 Tomy
B YHUBepcuTeTe mrara [leHciipBaHMS B paMKax 0OOpPOHHOTO
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npoekta Project PX (co3manme BomoponmHOm O0omObl). OmHaKo
pa3palboOTKIt  COBETCKMX  y4YeHBIX BeJNCh  COBEpIIeHHO
He3aBVICHIMO OT 3aIla/[HBIX KOJIIET.

Eme mnpomymbiBass IIpoeKT cBoewl MallmHbl, JleOemes
00OCHOBBIBaeT MPUHIMIIEL TOCTpoeHMs DBM ¢ xpaHumon
B IIaMATV IIpOTpaMMOVI COBEpIIIeHHO He3aBUCHMMO OT J>koHa
¢don Hermvana, paspaboTaBIiero KOHIEMNIINIO 3aIIOMVIHAEMOV
HIporpaMMbl, KOTOpasl IIpeiriojarajla COBMeCTHOe XpaHeHVe
KomoB 1 gaHHBIX. VIMeneM Herimana [o cux mop HasbIBaeTcs
apxuTeKTypa, IHpuMeHsieMas B COBPEMEHHBIX KOMIIbBIOTepax.
PaspaOorannere JleOGemeBbIM HPUHOWMIIEI OBUIM  YCIIEIIHO
peasmmsoBanbl B MDCM. Ha ocHoBe xxe koHnermuyu Hermana
B 1952 romy 6611 moctpoen EDVAC.

4. Give the summary of the text using the key terms.

1950s - PRESENT DAY: DECADE BY DECADE GUIDE

Read the following words and word combinations and use
them for understanding and translation of the text:

establishment - cosmanme, yCTaHOBJIEHMe, Y4YpeXaeHue,
OCHOBaHMe

viable - >)xmM3HecocoOHBI. KOHKYPEeHTHBIV

rotating magnetic drum - BpallIAIOINMIICA MArHUTHBIN
Oapaban

advent - mosiBjieHMe

ceramic substrate - KepamMmueckasi IIOJI0XKKa

assembly process - mporecc cOopkm

versatile - pa3HOCTOpOHHMI, IOABVI>KHBIV, M3MEHIMBBIN
compatibility - coBMmecTMOCTB

promulgation - pacmpocrpaneHne

mainstream - rocroacTBYIOIIAs TEHASHIIVS

developer’s kits - koMmIsIeKThI (HaO0phI) paspaboTuriKa
plug-in chips - el mporpaMMHOro pacImmpeHns
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expansion bus - mHa pacimmpeHUs

kernel - agpo

shell - o6os10uKa

utility program - o6cimy>kmBaroiiasi IporpaMma, yTunTa
competitor - KOHKypeHT, y9acTHUK pPbIHKA

to mature - co3pers, BO3My>KaTh

to supplant - BeITEeCHATH

belatedly - ¢ 3ano3maanem

to plunge - morpy>kaTp

to vow - KJIsIcThCA, JaBaTh 00eT

seamlessly - s1erko, 6ecipenaTcTBeHHO, O€3 IIpOGIEM
freeware - cBo6ogHO pactipocTrpaHsiemoe I1O

clock rate- TakTOoBast yacrora

The 1950s saw the establishment of a small but viable
commercial computer industry in the United States and parts of
Europe. Eckert and Mauchly formed a company to design and
market the UNIVAC. This new generation of computers would
incorporate the key concept of the stored program.

The UNIVAC became a hit with the public when it was used to
correctly predict the outcome of the 1952 presidential election.
Forty UNIVACs were eventually built and sold to such
customers as the U.S. Census Bureau, the U.S. Army and Air
Force, and insurance companies. Several companies had some
success in selling computers, but it was IBM that eventually
captured the broad business market for mainframe computers.
The 1960s saw the advent of a “solid state” computer design
featuring transistors in place of vacuum tubes and the use of
ferrite magnetic core memory. These innovations made
computers both more compact, more reliable, and less
expensive to operate (due to lower power consumption.) There
was a natural tendency to increase the capacity of computers by
adding more transistors. As the decade progressed, however,
the concept of the integrated circuit began to be implemented in
computing. The first step in that direction was to attach a
number of transistors and other components to a ceramic
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substrate, creating modules that could be handled and wired
more easily during the assembly process.

IBM applied this technology to create what would become one
of the most versatile and successful lines in the history of
computing, the IBM System/360 computer. This was actually a
series of 14 models that offered successively greater memory
capacity and processing speed while maintaining compatibility
so that programs developed on a smaller, cheaper model would
also run on the more expensive machines.

By the mid-1960s, however, a new market segment had come
into being: the minicomputer, pioneered by Digital Equipment
Corporation (DEC) Architecturally, the mini usually had a
shorter data word length than the mainframe, and used indirect
addressing for flexibility in accessing memory. Minis were
practical for uses in offices and research labs that could not
afford a mainframe.

In programming, the main innovation of the 1960s was the
promulgation of the first widely-used, high-level programming
languages, COBOL (for business) and FORTRAN (for scientific
and engineering calculations.) The new higher-level languages
made it easier for professionals outside the computer field to
learn to program and made the programs themselves more
readable, and thus easier to maintain. The invention of the
compiler was yet another fruit of the stored program concept.
The 1970s saw minis becoming more powerful and versatile.
Meanwhile, at the high end, Seymour Cray left CDC to form
Cray Research, a company that would produce the world’s
fastest supercomputer, the compact, freon-cooled Cray-1. In the
mainframe mainstream, IBM’s 370 series maintained that
company’s dominant market share in business computing.

The most striking innovation of the decade, however, was the
microcomputer. The microcomputer combined three basic
ideas: an integrated circuit so compact that it could be laid on a
single silicon chip, the design of that circuit to perform the
essential addressing and arithmetic functions required for a
computer, and the use of microcode to embody the
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fundamental instructions. Intel’s 4004 introduced in late 1971
was originally designed to sell to a calculator company. When
that deal fell through, Intel started distributing the
microprocessors in developer’s kits to encourage innovators to
design computers around them.

Word of the microprocessor spread through the electronic
hobbyist community, being given a boost by the January 1975
issue of Popular Electronics that featured the Altair computer Kkit,
available from an Albuquerque company called MITS for about
$400.

The Altair was hard to build and had very limited memory, but
it was soon joined by companies that designed and marketed
ready-to-use microcomputer systems, which soon became
known as personal computers (PCs). By 1980, entries in the field
included Apple (Apple II), Commodore (Pet), and Radio Shack
(TRS-80). These computers shared certain common features: a
microprocessor, memory in the form of plug-in chips, read-only
memory chips containing a rudimentary operating system and
a version of the BASIC language, and an expansion bus to
which users could connect peripherals such as disk drives or
printers.

Meanwhile, programming and the art of software development
did not stand still. Innovations of the 1970s included the
philosophy of structured programming. New languages such as
Pascal and C supported structured programming design to
varying degrees. Programmers on college campuses also had
access to UNIX, a powerful operating system containing a
relatively simple kernel, a shell for interaction with users, and a
growing variety of utility programs that could be connected
together to solve data processing problems. It was in this
environment that the government-funded ARPANET
developed protocols for communicating between computers
and allowing remote operation of programs. Along with this
came e-mail, the sharing of information in newsgroups
(Usenet), and a growing web of links between networks that
would eventually become the Internet.
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In the 1980s, the personal computer came of age. IBM broke
from its methodical corporate culture and allowed a design
team to come up with a PC that featured an open, expandable
architecture. Other companies such as Compagq legally created
compatible systems (called “clones”), and “PC-compatible”
machines became the industry standard. Under the leadership
of Bill Gates, Microsoft gained control of the operating system
market and also became the dominant competitor in
applications software (particularly office software suites).
Although unable to gain market share comparable to the PC
and its clones, Apple’s innovative Macintosh, introduced in
1984, adapted research from the Xerox PARC laboratory in user
interface design. At a time when PC compatibles were still
using Microsoft’s text-based MS-DOS, the Mac sported a
graphical user interface featuring icons, menus, and buttons,
controlled by a mouse. Microsoft responded by developing the
broadly similar Windows operating environment, which started
out slowly but had become competitive with Apple’s by the
end of the decade.

The 1980s also saw great growth in networking. University
computers running UNIX were increasingly linked through
what was becoming the Internet, while office computers
increasingly used local area networks (LANs) such as those
based on Novell’s Netware system. Meanwhile, PCs were also
being equipped with modems, enabling users to dial up a
growing number of on-line services.

In the programming field a new paradigm, object-oriented
programming (OOP) was offered by languages such as
Smalltalk and C++, a variant of the popular C language. The
federal government adopted the Ada language with its ability
to precisely manage program structure and data operations.

By the 1990s, the PC was a mature technology dominated by
Microsoft’'s Windows operating system. UNIX, too, had
matured and become the system of choice for university
computing and the worldwide Internet, which, at the beginning
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of the decade was far from friendly for the average consumer
user.

This changed when Tim Berners-Lee, a researcher at Geneva’s
CERN physics lab, adapted hypertext (a way to link documents
together) with the Internet protocol to implement the World
Wide Web. By 1994, Web browsing software that could display
graphics and play sounds was available for Windows-based
and other computers.

In the office, the Intranet (a LAN based on the Internet TCP/IP
protocol) began to supplant earlier networking schemes.
Belatedly recognizing the threat and potential posed by the
Internet, Bill Gates plunged Microsoft into the Web server
market, included the free Internet Explorer browser with
Windows, and vowed that all Microsoft programs would work
seamlessly with the Internet.

Moore’s Law, the dictum that computer power roughly doubles
every 18 months, continued to hold true as PCs went from clock
rates of a few tens of mHz to more than 1 gHz.

Beyond 2000

The new millenium began with great hopes, particularly for the
Web and multimedia “dot-coms”. By 2005 the computing
industry in many ways was stronger than ever. On the Web,
new software approaches are changing the way services and
even applications are delivered. The integration of search
engines, mapping, local content, and user participation is
changing the relationship between companies and their
customers.

Moore’s law is now expressed not through faster single
processors, but using processors with two, four, or more
processing “cores,” challenging software designers. Mobile
computing is one of the strongest areas of growth, with devices
combining voice phone, text messaging, e-mail, and Web
browsing.

Computer hardware has evolved from big and bulky to
compact and efficient. The monitor, for example, progressed
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from the large beige cathode ray tube, or CRT, monitors of the
1990s to slimmer, widescreen liquid crystal display, or LCD,
monitors that surpassed the sales of CRT monitors starting in
2007. Toward the end of the first decade of the 21st century,
developments in computer technology supported dual
monitors and 3D LCD monitors. The first optical mouse also
began replacing the trackball mouse at the beginning of the
century. Essentially, developments in hardware design have
increased the accessibility and ease of use of computers.

On the first day of 2001, Microsoft announced that Windows 95,
its first operating system that was a commercial success,
became a legacy item and the company would no longer sell it.
This propelled the production of the later Windows operating
systems that control almost 90 percent of the entire market
share. Apple, however, has made its way back into the market,
not as much because of its easy-to-use operating systems as
because of its line of multimedia devices, starting with the iPod
in 2000, the iPhone in 2007 and the iPad in 2010. However, both
software giants face an emerging trend toward the use of
freeware, as free software such as Adobe Reader and
OpenOffice becomes increasingly available.

Although the start of the decade saw Internet users keying
numbers into a dial-up modem to gain access, by the end of the
decade most households had high-speed, broadband Internet,
and the rise of Wi-Fi has made wireless Internet access possible
through desktop computers, laptops and mobile phones. Social
networking became prevalent on the Internet by storm in the
tirst decade.

The industry continues to face formidable challenges ranging
from mitigating environmental impact to the shifting of
manufacturing and even software development to rapidly
growing countries such as India and China.
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The Top Ten Computer Trends for the 21st Century

1.

10.

Notes:

Computers will become powerful extensions of human
beings designed to augment intelligence, learning,
communications, and productivity.

Computers will become intuitive - they will “learn,”
“recognize,” and “know” what we want, who we are,
and even what we desire.

Computer chips will be everywhere, and they will
become invisible - embedded in everything from brains
and hearts, to clothes and toys.

Computers will manage essential global systems, such
as transportation and food production, better than
humans will.

Online computer resources will enable us to download
applications on-demand via wireless access anywhere
and anytime.

Computers will become voice-activated, networked,
video-enabled, and connected together over the Net,
linked with each other and humans.

Computers will have digital senses-speech, sight, smell,
hearing-enabling them to communicate with humans
and other machines.

Neural networks and other forms of artificial
intelligence will make computers both as smart as
humans, and smarter for certain jobs.

Human and computer evolution will converge.
Synthetic intelligence will greatly enhance the next
generations of humans.

As computers surpass humans in intelligence, a new
digital species and a new culture will evolve that is
parallel to ours.

UNIVAC - amepmkaHCKasg KOMIaHM, IOpasiesieHue
Koproparimu  Remington Rand. Haspanme mpowcxonut oT
epBoro KoMMepueckoro cepmitHoro kommbiotepa UNIVAC I
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(UNIVersal Automatic Computer I), KoTopbIlt ObIT BBIIIYIIIEH B
1951 ropny.

U.S. Census Bureau - bropo nepericu nacentenms CIHIA
(Ferrite) magnetic core memory - was the predominant form of
random-access computer memory (circa 1955-75)

Commodore International - mHaxommBimasics B 3aragHOM
Yecrepe (mrar IleHcwibBaHMs) KOMIIaHMS IIpOM3BOOWIA W
HIpopgasala IepcoHaIbHble KoMmIIbloTepbl Commodore 11 Amiga.
Obankpotwracek B 1994 rony.

RadioShack Corporation is an American franchise of
electronics retail stores in the United States, as well as parts of
Europe, South America and Africa.

UNIX - cemelicTBO HepeHOCHMMBIX, MHOrO3aJadHbIX W
MHOTOIIOJIB30BaTeIIbCKMX OIlepalIOHHBIX CCTEeM
DEC - Digital Equipment Corporation- amepukaHcKkas

KOMIIbIOTEpHasi KOMIIaHMs, Oblla OCHOBaHa B 1957T.

CDC - Control Data Corporation- amepukaHcKasi KOMITaHM-
IIPOV3BOAMTENTb BBIUMCIINTEIIBHOM TexHUKM (1960-e - 1980-€).
Popular Electronics - an American magazine started by Ziff-
Davis Publishing in October,1954 for electronics hobbyists and
experimenters.

ARPANET - koMmmbloTepHasd ceTb, co3fgaHHas B 1969 rogy B
CIIA Arencrsom MuwuHncrepctBa ob6oponsl CIIIA 1o
HepcrieKTUBHBIM  McotenoBadusM  (DARPA) u  sgBuBIIasics
npoToTuIioM cetu VIHTepHeT.

Xerox PARC laboratory - Hay4HO-1ICCII€IOBATEILCKII 1IEHTP,
ocHoBaHHBIN B Kasmdopuum, B 1970romy. B 2002 rogy PARC
CTaJI OTIeJIbHOV KOMITaHMel (B COOCTBEHHOCTM Xerox).
MS-DOS - Microsoft Disk Operating System- pguckosas
olepalyoOHHas CUCTeMa [IId KOMIIBIOTepoB Ha Dase
apxuTeKTyphrI x86 (80-e rogsl- cep. 90-x romos)

CERN - the European Organization for Nuclear Research
(LTEPH- EBporiernickmit cOBeT 110 siIepHBIM VCCIIETOBAHISIM)
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Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1.

-~

These innovations made computers both more compact,
more reliable, and less expensive to operate (due to
lower power consumption.)

As the decade progressed, however, the concept of the
integrated circuit began to be implemented in
computing.

This was actually a series of 14 models that offered
successively greater memory capacity and processing
speed while maintaining compatibility so that programs
developed on a smaller, cheaper model would also run
on the more expensive machines.

In the 1980s, the personal computer came of age.

IBM broke from its methodical corporate culture and
allowed a design team to come up with a PC that
featured an open, expandable architecture.

University computers running UNIX were increasingly
linked through what was becoming the Internet...

On the first day of 2001, Microsoft announced that
Windows 95, its first operating system that was a
commercial success, became a legacy item and the
company would no longer sell it.

The industry continues to face formidable challenges
ranging from mitigating environmental impact to the
shifting of manufacturing and even software
development to rapidly growing countries such as India
and China.

27



2. Answer the following questions:

1. Which part of the computer market did IBM initially

dominate?

What were the innovations of the 1960s?

What was the mainstream of the 1970s?

4. When did the major programming languages appear

(list in order of appearance)?

Which company was the first to introduce GUI?

6. Who is credited with the creation of the World Wide

Web?

What does Moore’s law state?

8. What are the major trends for the 21st century? Do you
agree?

® N

o

N

3. Translate into English:

“..B manékme BpeMeHa, KOIZa AepeBbs ObUIM HIDKE, a
KOCMOC eIlé TakK JajiéK, rhe-To B KoHIle 50-X mporuioro
CTOJIETVISI, 3aPO’KaIach 3pa BEIYMCIINTETBHBIX MaIIIVH.

VEXeHepHI B Oe/IbIX XajlaTax TBOPVIIN VICTOPWIO.

Tpamsucroper, auonel, peite, ¢eppuUTOBBIe KYOHL...
co3faBaInCh HepBble DBM.

B crenax MI'Y nogswuiace sierenaa. V vimst ent — CeTyHb.”

B mauame 60-x romoB MI'Y mm M.B. JlomoHocoBa Obuia
paspaborana Tpomunas OBM mom pykosopgctsom HUIT
bpycrHenoBa. HoBomy TpomdHOMY KOMIIBIOTEpy OBUIO AaHO
HasBaHye CeTyHb. MammHy HasBaJM IO VIMEHU PeYKH,
IpoTeKaBIllel, He  JaJleko OT  yHUBepcuTeTa,  I[e
paspabaTeiBasit DBM. [laHHas MallHa, 110 CBOeV 3JIeMeHTHO
6a3e, OTHOCUTCSI KO BTOPOMY TIOKOJIeHNMIO KoMmIbioTepos. Ho 1o
CBOeVl apXWUTeKType abCOIIOTHO OT/IMYaeTcs OT CBOMX
COBpEMEHHMKOB T.K. OCHOBBIBaeTCS Ha TPOWUYHON JIOTVIKe.
Cepurapni Bbiyck CeTyHb ObUI He IPOIOJDKUTENIBHBIM, C
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1962-1965 rom. Ho »3TO0 OpUIa mlepBast TpowuHas OBM,
BBIITyCKaeMasi CepUIHO.

Ee xoHCTpyKTMBHBIe 0OCOOEHHOCTV ObUIM TaKOBBIL, YTO OHAa
MOIJIa ajpecoBaTh, OJHOBPEMEHHO, TOJIbKO O[VH TpauT
onepaTuBHOV IamsaTH. Vicrionwp3oBajlack TpowdHasl cucTeMa
cuncinenvst: 0, 1, -1. VI tonmpko s umcern ¢ PUKCUPOBAHHOM
Toukon. OnepaTvnBHasd MaMATh Ha PepPUTOBBIX CepledHMKax
eMKOCTBI0O B 162 Tpanita. B KaudecTBe BHeIIHel IIaMATH,
VICIIOJIB30BJICSI ~ MarHUTHBIL ~ OapabaH, IpeqllecTBeHHUK
COBpeMeHHBIX XeCcTKux Amckos. Ha nHem BMemjanocs go 4000
TpanT. IIponyckHas criocoOHOCTh MIMHBI TaMSTV COCTaB/IsIa
54 Tpamra. YTO maBasyio BBICOKYIO HPOWM3BOAUTEIBHOCTH W He
CJIVIIIIKOM YacToe o6pameHV1e K MeIJIEHHOV BHEIIIHEV ITaMITH.
Tpovdnasi MalHa BBIIOJIHSUIA IIOPSKa YeTbIpex ThICAY
omepaumii B ceKyHOy. Bsog m BBIBOO, IpOMCXOAWI dYepes
Testetani u nepdonenty. CeTyHp mMesia 37 3JIeKTPOHHBIX
mam, 300 Tpansuropos, 4500 mOITyIpOBOAHMKOBBIX AVIOIOB,
7000 dpeppuUTOBBIX KOJIeLl.

Wpnewn, 3ajiokeHHBIE B apXUTEKTYpPy II€pBOrO TPOWYHOIO
KoMIIbloTepa ¥ peamsoBaHHble B "CeTyHu'", OKasajnch
HaCTOJIPKO yJauHbIMKM, 4YTo B 1967 Tomy OBUIO IIPUMHATO
pellleHVe  BBITYCTUTL €€ MOAUMUIMPOBAHHYIO  BEepPCUIO.
Bemymenssint B 1970 rofy BapraHT 0OOHOBIIEHHOTO TPOUYHOTO
KoMIbloTepa noiny4dwi HasBaHue "Cetynp-70".

K coxamenmio, Kak cjlemyeT — oOkaraTe — wew,
peasimszoBanHsble B "Cetynn-70", He nosyumiocs, n "Cerynp-70"
Iepecelwlach Ha Yepak CTyJIeHYecKOoro OOIIeXuTus B
m1aBHOM Kopiryce MI'Y.

Ocraércs HageaTecss, uro aymm "Cerynn" m "Cerynun-70"
o0peTyT TpowdHOe OeccMepTve He TOIBKO B IIPOIPaMMHBIX
AMyJIATOpax, HO M B OyOyHIMX IOKOJIEHMSX KOMIIbIOTEPOB,
KOTOpEHIe He OyIyT 3HaTh, 9TO 'TPeThero He JaHO".

4. Give the summary of the text using the key terms.
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Topics for essays (you might need additional information):

e  Women in Computer Science

e Bletchley Park and its Codebreakers
e Soviet Cybersavvy

e Computer Generations

e The Life and Death of Moore’s Law
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COMPUTING COMPONENTS. THE VON NEUMANN
ARCHITECTURE.

ARCHITECTURE AND ORGANIZATION

Read the following words and word combinations and use
them for understanding and translation of the text:

to adapt to- mprcmoco6mThCs K

instruction set - HaGop KomaH[

to span - M3MepATH, (IIepeH.) OXBaThIBATh

to encompass - 3aK1I04aTh B cebe, 0XBaTHIBATh
enhancement - pacimpeHne

without regard to - He3aBUCHMO 0T, 6€30THOCUTETBHO K
in a sequential fashion - moc;iemoBaresIbHO
explicitly - sicHo, mogpo6HO

intrinsically - B mevicTBUTETBHOCTH, IO CYTH
to emerge - MOABIATHCA

to evince- mokaspIBaTh, JOKa3bIBaTh
compatibility - coBMmecTMOCTB

interplay (between) - B3anMozgericTBue

Computer science often distinguishes between abstraction and
implementation - i.e. between the general and the particular.
We may examine any computer system at two major levels: its
architecture and its organization.

The architecture of a computer system is the abstraction
equivalent to the user-visible interface: the structure and the
operation of the system as viewed by the assembly language
programmer and the compiler-writer. If an architecture is well-
designed, well-engineered to adapt to future technologies, it
may persist for a decade or longer.

The organization of a computer is the realization and
construction of that interface and structure out of specific
hardware (and possibly software) components. Because of
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technological advances, any particular implementation (i.e., one
model) may only be actively marketed for a relatively short
period of time.

Examples of architectural attributes include the instruction set,
the number of bits used to represent various data types (e.g.,
numbers, characters), I/O mechanisms, and techniques for
addressing memory. Organizational attributes include those
hardware details transparent to the programmer, such as
control signals; interfaces between the computer and
peripherals; and the memory technology used.

For example, it is an architectural design issue whether a
computer will have a multiply instruction. It is an
organizational issue whether that instruction will be
implemented by a special multiply unit or by a mechanism that
makes repeated use of the add unit of the system.

Historically, and still today, the distinction between
architecture and organization has been an important one. Many
computer manufacturers offer a family of computer models, all
with the same architecture but with differences in organization.
Consequently, the different models in the family have different
price and performance characteristics. Furthermore, a particular
architecture may span many years and encompass a number of
different computer models, its organization changing with
changing technology. A prominent example of both these
phenomena is the IBM System 370 architecture. This
architecture was first introduced in 1970 and included a
number of models. Over the years, IBM has introduced many
new models with improved technology to replace older models,
offering the customer greater speed, lower cost, or both. These
newer models retained the same architecture so that the
customer’s software investment was protected. Remarkably, the
System 370 architecture, with a few enhancements, has
survived to this day IBM’s mainframe product line.

The modern computer is a remarkably complex and
sophisticated device, but its fundamental principles of
operation have really changed remarkably little since the
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earliest mechanical computers, and in particular, since IAS
machine designed by John von Neumann at the Institute for
Advanced Studies, Princeton, in the 1940s. The so-called von
Neumann architecture is at the heart of almost every modern
information processing system. It is based on three key
concepts:

- data and instructions are stored in a single read-write
memory,

- the contents of this memory are addressable by location,
without regard to the type of data contained there,

- execution occurs in a sequential fashion (unless explicitly
modified) from one instruction to the next.

Contemporary architectures fall into three classes. Complex
Instruction Set Computers (CISC) typically include large
numbers of machine instructions of many different styles. That
complexity poses difficulties of implementation, because each
style of instruction may require substantial real estate on the
computer chip. Reduced Instruction Set Computers (RISC) are
defined by smaller numbers of machine instructions of very few
styles. The savings in space on a computer chip can, in
favorable situations, make possible intrinsically faster circuitry.
RISC programs can thus potentially execute faster than CISC
programs, even though they usually contain more machine
instructions. The third and newest class of contemporary
architecture, Explicitly Parallel Instruction Computers (EPIC),
includes the Itanium architecture.

Computer architectures may also be classified according to the
width of the datapath, the internal components through which
information flows, e.g., 64 bits for Itanium architecture.

When new architectures emerge, they may appear to be
evolutionary because they evince strong family resemblances to
earlier architectures from the same vendor. On the other hand,
they appear revolutionary because they offer a clean break with
the past.

In a class of computers called microcomputers, the relationship
between architecture and organization is very close. Changes in
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technology not only influence organization but also result in the
introduction of more powerful and more complex architectures.
Generally, there is less of a requirement for generation-to-
generation compatibility for these smaller machines. Thus,
there is more interplay between organizational and
architectural design decisions.

Notes:

IAS - Institute for Advanced Studies, Princeton

CISC (Complex Instruction Set Computer) - mporieccop co
CJIOKHBIM HaOOpOM KOMaHJl, - TPagMIMOHHAs apXUTEKTypa
IIPOIIECCOPOB

RISC (Reduced Instruction Set Computer) - xommbioTep c
COKpaIlleHHbIM Ha0OpOM KOMaH/T

EPIC (Explicitly Parallel Instruction Computer) - kommbsrorep ¢
3ajaHHBIM TIapa/UIeJIM3MOM KOMaHA. B 3Tom TexHOMOTMM
KOMITWJIATOP TOBOPUT IIPOLIECCOPY, KaKye KOMaHAbI MOXKHO
VICIIOJTHSITh ITapaJUTeJIbHO, a KaKye 3aBUCAT OT OPYTMX KOMaH/,

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. Furthermore, a particular architecture may span many
years and encompass a number of different computer
models, its organization changing with changing
technology.

2. Remarkably, the System 370 architecture, with a few
enhancements, has survived to this day IBM’s
mainframe product line.
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3. That complexity poses difficulties of implementation,
because each style of instruction may require substantial
real estate on the computer chip.

4. When new architectures emerge, they may appear to be
evolutionary because they evince strong family
resemblances to earlier architectures from the same
vendor.

5. On the other hand, they appear revolutionary because
they offer a clean break with the past.

6. Generally, there is less of a requirement for generation-
to- generation compatibility for these smaller machines.

2. Answer the following questions:

1. Define the distinction between architecture and
organization of a computer.

2. What is a family of computer models?

3. Which spans longer: a computer architecture or a
computer model?

4. What are the key concepts of von Neumann

architecture?

Name the classes of contemporary architectures.

6. What is the relationship between architecture and
organization in microcomputers?

o1

3. Translate into English:

ITpuanmne: pou Herimana

1. Vicmosp3oBaHME OBOWMYHOWM CVICTEMBI CUMC/IEHWMS B
BBIYVICIINTEIIBHBIX MaIHax. ITpermvyimecrso neper,
OEeCSATUYHOV CHCTEMOV 3aK/II0YAeTCs B TOM, YTO YCTPOVICTBA
MOJXHO IeJj1aThb JOCTaTOYHO ITPOCTBIMI.

2. [IlporpammHoe ympasienne OSBM. Pabora 3SBM
KOHTPOJIVIPYETCS IIPOrPaMMO¥L, COCTOSIIIEN 113 Habopa KOMaH/I.
KoMaH/IbI BBITIOJTHSIIOTCS TIOC/IeIOBaTeIIbHO APYT 3a IPYTOM.
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3. IlaMaTe KoMIIBIOTEpa WCIIOJIb3yeTCs He TOJIBKO IS
XpaHeH!sI JaHHBIX, HO U IIporpaMm. llpm sToM 1 KoMaH[pBI
IporpaMMmbl, M [aHHbIe KOOVPYIOTCS B OBOWMYHOM CHUCTeMe
CUNICIIeHM.

4. Sluemxn mamsaTn DOBM  umeroT angpeca, KOTOpBIe
HocJlefioBaTe/IbHO IIPOHYMepoBaHbL. B 11000171 MOMEHT MOXXHO
o0paTUTBCS K JIIODOV sUerike IaMsITH IO ee azpecy. DTOT
IPUHINII OTKPBUT BO3MOXKHOCTB VICIIOJIb30BaTh II€peMeHHbIE B
IIPOTrPaMMIMPOBAHN.

5. BosMoxHOCTB YCJIOBHOTO IIepexofa B IIporiecce
BBITIOJIHEHMSI IIporpaMMbl. HecMOTpss Ha TO, UTO KOMAaH/IBI
BBITIOJIHSIIOTCSL  TIOCJIeZIOBATeIbHO, B IIporpaMMax MOXKHO
pea30BaTh BO3MOXKHOCTB ITlepexozia K JII000My y4acTKy Kofa.

4. Give the summary of the text using the key terms.

STRUCTURE AND FUNCTIONS

Read the following words and word combinations and use
them for understanding and translation of the text:

CPU (Central Processing Unit) - IIIIY (umeHTpajbHBII
IIpoIEeccop)

bus - mHA

to be referred to as - ymnommHaThCsI KaK, Ha3bIBaThCS

control unit - 6;10k ynipasieHnsa

arithmetic logic unit (ALU) - apudmeTrndeckoe ormaeckoe
ycrporictso (AJTY)

register - permcrp. cueTunK

binary - ABOMYHBIN

to be in charge of - GBITH OTBETCTBEHHBIM 3a

fetch-execute cycle - MKJI BHIMOTHEHMSI KOMaHABI
instruction register (IR) - permcrp xomang,

program counter (PC) - cdeTanK KOMaH/

main memory - onepaTvBHas1 IaMATh

36



to accomplish - BImoTHATH

volatile - sHeprosaBmcumbI

cache memory - K3II-IaMsTh

bus controller - KoHTpOJITIEp IIMHBI
motherboard - matepmnHckas naTa

One of the major characteristics of the von Neumann

architecture is that the units that process information are

separate from the units that store information. This
characteristic leads to the following components of the
computer:

- Central processing unit (CPU): Controls the operation of
the computer and performs its data processing functions;
often simply referred to as processor.

- Main memory: Stores data.

- I/O: Moves data between the computer and its external
environment

- System interconnection: The mechanism that provides for
communication among CPU, main memory, and I/O. A
common example of interconnection is by means of a
system bus, consisting of a number of conducting wires to
which all the other components attach.

These components are interconnected in some fashion to
achieve the basic function of the computer, which is to execute
programs. There may be one or more of each aforementioned
components. Traditionally, there has been just a single
processor. In recent years, there has been increasing use of
multiple processors in a single computer.

CPU

The most complex component is the CPU, with its major
structural components being as follows:

- Control unit, which controls the operation of the CPU and
hence the computer

- Arithmetic and logic unit (ALU), which performs the
computer’s data processing functions
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- Registers, which provide storage internal to the CPU

- CPU interconnection: the mechanism that provides for
communication among the control unit, ALU, and registers.

The ALU is that part of the computer that actually performs
arithmetic and logical operations on data. All of the other
elements of the computer system - control unit, registers,
memory, I/O - are there mainly to bring data into the ALU for
it to process and then to take the results back out. In a sense, the
ALU is the core or essence of a computer.

An ALU and, indeed, all electronic components in the computer
are based on the use of simple digital logic devices that can
store binary digits and perform simple Boolean logic
operations.

Most modern ALUs have a small amount of special storage
units called registers. Registers are used to store intermediate
values or special data, i.e. information that is needed again
immediately. Access to registers is much faster than access to
memory locations.

The control unit is the organizing force in the computer, for it is
in charge of the fetch- execute cycle. The steps in the processing
cycle are:

- Fetch the next instruction.

- Decode the instruction.

- Get data if needed.

- Execute the instruction.

There are two registers in the control unit. The instruction
register (IR) contains the instruction that is being executed, and
the program counter (PC) contains the address of the next
instruction to be executed.

There are several approaches to the implementation of the
control unit; one common approach is a microprogrammed
implementation. In essence, a microprogrammed control unit
operates by executing microinstructions that define the
functionality of the control unit.

38



Main memory

Generally speaking, memory is a facility for temporarily storing
program instructions or data during the course of processing.
Within the main memory (sometimes called primary storage),
instructions and data are stored in distinct locations so that they
can be distinguished easily. The main memory is often referred
to as RAM (random access memory). It acts as a staging post
between the hard disk and processor. The more data it is
possible to have available in the RAM, the faster the PC will
run.

Main memory is attached to the processor via its address and
data buses. Each transaction between the CPU and memory is
called a bus cycle. The number of data bits a CPU is able to
transfer during a single bus cycle affects a computer’s
performance.

One distinguishing characteristic of RAM is that it is possible
both to read data from the memory and to write new data into
the memory easily and rapidly. Both the reading and writing
are accomplished through the use of electrical signals.

The other distinguishing characteristic of RAM is that it is
volatile. A RAM must be provided with a constant power
supply. If the power is interrupted, then the data is lost.

The two traditional forms of RAM used in computers are
DRAM (dynamic RAM) and SRAM (static RAM). A dynamic
memory cell is simpler and smaller than a static memory cell.
Thus, a DRAM is more dense (smaller cells = more cells per
unit area) and less expensive than a corresponding SRAM.
DRAMs tend to be favored for large memory requirements.
SRAMs are generally somewhat faster than DRAMs. Because of
these relative characteristics, a static RAM is used for cache
memory (an intermediate layer of memory that is smaller but
faster, and can hold portions of programs that are likely to be
used again shortly), and a dynamic RAM is used for main
memory.
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Input/Output Units

All of the computing power in the world wouldn’t be useful if
we couldn’t input values into the calculations from outside or
report to the outside the results of the calculations. Input and
output units are the channels through which the computer
communicates with the outside world.

An input unit is a device through which data and programs
from the outside world are entered into the computer. The first
input units interpreted holes punched on paper tape or cards.
Modern input devices include: the mouse, keyboard, touch
screen monitor, scanner, track pad, microphone, joystick, and
web camera.

An output unit is a device through which results stored in the
computer memory are made available to the outside world. The
most common output devices are printers, video display
terminals, speakers, and plotters.

System interconnection

The memory, the peripherals and the CPU communicate with
each other via the bus, which carries data around and allows,
for example, data to be transferred from disc into main
memory. The bus consists of a set of physical wires plus a
protocol (of which there are many, for example, PCI, ISA, IDE
etc) that is implemented by the bus controller that determines
which subsystem can communicate (depending on priorities,
previous access history, and other factors). In all cases, only one
piece of data can be on the bus at any time.

A bus that connects major computer components (processor,
memory, I/O) is called a system bus. The most common
computer interconnection structures are based on the use of one
or more system buses.

In a personal computer, the components in a von Neumann
machine reside physically in a printed circuit board called
motherboard. The motherboard also has connections for
attaching other devices to the bus such as a mouse, a keyboard,
or additional storage device.
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Notes:

RAM (Random Access Memory) - omepaTuBHas IaMSTb,
ollepaTMBHOe 3alloMMHaroIIee ycTporicTso, O3Y

PCI (Peripheral Connect [Component] Interconnect) -
MeXcoefiHeHMe IeprdepurHbIX KOMITIOHeHTOB, InHa PCI
ISA (Industry Standard Architecture) - apxuTekTypa IIVHBI
IPOMBIIIUIEHHOTO CTaHAapTa, IrHa ISA

IDE (Integrated Drive Electronics) - BcTpoeHHbIT MHTepderic
Hakonwuresievt, aTepderic IDE

Assignments

1. Translate the sentences from the text into Russian paying
attention to the underlined words and phrases:

1. The more data it is possible to have available in the
RAM, the faster the PC will run.

2. A static RAM is used for cache memory (an
intermediate layer of memory that is smaller but faster,
and can hold portions of programs that are likely to be
used again shortly).

3. All of the computing power in the world wouldn’t be
useful if we couldn’t input values into the calculations
from the outside or report to the outside the results of
the calculations.

4. The first input units interpreted holes punched on paper
tape or cards.

5. In all cases, only one piece of data can be on the bus at

any time.
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2. Answer the following questions:

—_

Name the components of the computer.

What are the major structural components of the CPU?
Why is the ALU considered to be the essence of a
computer?

What kind of information do registers store?

What is the control unit responsible for?

What kind of information is stored in the main memory?
How is the main memory connected to the CPU?

Name the distinguishing characteristics of RAM.

How do the memory, the CPU, and the peripherals
communicate with each other?

® N

XN

3. Translate into English:

a.) eI, KaK M3BEeCTHO, WICIIONIB3YIOTCA I Ilepenadn
JAHHBIX OT LIEHTPaJIbHOIO IIpoLeccopa K APyIMM yCTPOVICTBaM
IIepCOHAJIPHOTO KOMIIbIoTepa. jig Toro, uToObl coriacoBaTh
repefiady AaHHBIX K APYTMM KOMIIOHeHTaM, paboTaroIymx Ha
CBO€VI YacTOTe, VICIIOJIb3YeTCsl YMIICeT — Habop KOHTPOJUIEPOB,
KOHCTPYKTUBHO o00ObenuHeHHBbIX B CeBepHbmm1 1 HOXHBI
MocTbl. CeBepHBIVI MOCT OTBedaeT 3a OOMeH MHdopMalmen ¢
ollepaTMBHOM MHaMATBIO M BupgeocucreMort. IOxHbII - 3a
PYHKIIMOHMPOBaHMe [OPYIMX YCTPOWCTB, HOAK/IIOYaeMBbIX
Jyepe3  COOTBETCTBYIOIIVE PpasbeMbl - JKeCTKMe  [OUCKM,
OIITMYECKVIe HAKOIIMUTEIIN, a TaKXKe YCTPOVICTB, HAXOISIINXCI Ha
MaTepuHCKON IUlaTe (BCTpOeHHasl ayAMoCHuCTeMa, ceTeBoe
YCTPOVICTBO M [Ip.), Y ISl BHELIHMX YCTPOVICTB (KJIaBUaTypa,
MBIIIb U T.JL.).

6.) Komr-mmamMare - 3TO BBICOKOCKOPOCTHAS TMaMsATh
OPOM3BOIBLHOIO  IIOCTYIIA,  WCIIOJIb3yeMas  IIPOLeCcCOpPOM
KOMITBIOTEepa I BpeMeHHOro XpaHeHms mHpopMmarmm. OHa
YBeIMUMBAET  IIPOM3BOAUTEILHOCTb,  IOCKOJIBKY — XPaHWUT
Hanbojlee YacTO WCIOJIb3yeMble [laHHble « Omke» K
IIpoleccopy, OTKyZJa MX MOXHO ObICTpee IOIy4YNUTb. XOTs
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orepaTrBHasl ITaMITh HAMHOTO OBICTpee I1ICKa, TeEM He MeHee 1
OHa He ycIleBaeT 3a IOTpeOHOCTsMM mporeccopa. ITosTomy
IaHHble, KOTOpble TpeOyIOTCSI dYacTo, TIIepeHOCdTcs Ha
CJIeAYIOUINT YpOBeHb OBICTPOV MaMsTH, Ha3blBaeMOV K3III-
MaMsATBIO BTOporo yposHsA. OHa MOXeT pacIosaratbcs Ha
OTOEJIBHOV  BBICOKOCKOPOCTHOVI ~MVIKPOCXeMe  CTaTM4eCKOm
namsaTn  (SRAM), ycTaHOB/IEHHOVI B HeIIOCPeACTBEHHOM
O6ymm30cT OT HpoIleccopa (B HOBBIX ITpoIieccopax K3II-TIaMsITh
BTOPOTO YpOBHS WHTEIpMpOBaHa HEIOCPEANCTBEHHO B
MMKpOCXeMy IIpolieccopa).

Ha Gosee BBICOKOM ypoBHe MH(OPMAI, VCIOIb3yeMas
yallle BCero, XpaHWUTCS B CHeLMaJIbHOV CeKLMM IIpoleccopa,
Has3blBaeMOVI KAII-ITAMATBIO IIePBOrO YPOBHSA. DTO caMast
ObICTpast IaMATh.

4. Give the summary of the text using the key terms.

SECONDARY STORAGE DEVICES

Read the following words and word combinations and use
them for understanding and translation of the text:

to install- ycranasmmBaTh

storage device- 3arroMmHaroIIIee yCTPOVICTBO, HAKOIINTEIIh
to back up - co3maBaTe pe3epBHYIO KOINIO

to discard - orGpaceiBaTh, OTBEpraTh

time-consuming - TpyZoeMKui, OTHMMAIOMIUII MHOIO
BpeMeHU

to spin - BpamaTbcs, KpyTUThCS

to retrieve - HaxoOUTH, M3BJIEKATh

to vary - MeHATBCA. BapbUpOBaTh

capable of - cmocoGHBIN K

consistent - coBMeCcTHMMBIVI, ITOCI€IOBATEILHBI

to time information - pactipenesnsaTh (CMHXpOHM3MPOBaTh)
MHJOpMaIIo
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hence - oTcrona, csrtemoBaTesIbHO

high-definition - BbIcOKasg YeTKOCTb, ¢  BBICOKMM
paspelnieHeM

to retain - coxpaHsATSE, yaep>XuBaTh

non-volatile- s3HepronesaBucuMbIN

network switch - cereBoe nepexrouenmne

parallel processing system - cucreMa mDapasUIeIBHOM
00paboTKN

pipelining - koHBeiepHas 06paboTKa

to hand over - nepenaBaTh

to update - 06HOB/IATH

to range from...to - BappupoOBaTh, MU3SMEHATHCS

Since most of main memory is volatile and limited, it is
essential that there be other types of storage devices where
programs and data can be stored when they are no longer being
processed or the machine is not turned on. These other types of
storage devices (other than main memory) are called secondary
or auxiliary storage devices.

Secondary storage devices can be installed within the computer
box at the factory or added later as needed. Because these
storage devices can store large quantities of data they are also
known as mass storage devices.

Magnetic Tape

The first truly mass auxiliary storage device was the magnetic
tape drive. A magnetic tape drive is most often used to back up
the data on a disk in case the disk is ever damaged. Tapes come
in several varieties, from small streaming-tape cartridges to
large reel-to-reel models.

Tape drives have one serious drawback. In order to access data
in the middle of the tape, all the data before the one you want
must be accessed and discarded. Although the modern
streaming-tape systems have the capability of skipping over
segments of tape, the tape must physically move through the
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read/write heads. Any physical movement of the type is time-
consuming,.

Magnetic Disks

A disk drive is a cross between a compact disk player and a
tape recorder. A read/write head travels across a spinning
magnetic disk, retrieving or recording data. Like a compact
disk, the heads travel directly to the information desired, and a
tape, the information is stored magnetically.

Disks come in several varieties, but they all use a thin disk
made of magnetic material. The surface of each disk is logically
organized into tracks and sectors. Tracks are concentric circles
around the surface of the disk. Each track is divided into
sectors. Each sector holds a block of information as a
continuous sequence of bits. Although tracks nearer the center
look smaller, each track has the same number of sectors, and
each sector has the same number of bits. The blocks of data
nearer the center are just more densely packed. The actual
number of tracks per surface and the number of sectors per
track vary, but 512 bytes and 1024 bytes are common. The
location of the tracks and sectors are marked magnetically
when a disk is formatted; they are not physically part of the
disk.

There is a variety of disks. One classification of disks is hard
versus floppy. These terms refer to the flexibility of the disk
itself. The original floppy disk, introduced in the 1970s, was 8”
in diameter and very floppy. Today’s generic “floppy” disks are
3-1/2” in diameter, encased in a hard plastic cover, and capable
of storing 1.44MB of data.

Hard disks, the disks on the hard drive that comes with the
computer, consist of several disks (platters) attached to a
spindle that rotates. Each platter has its own read/write head.
Hard drives rotate at a much higher speed than floppy drives,
and the read/write heads do not actually touch the surface of
the platters but, rather, float above them.
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Compact Disks

The world of compact disks and their drivers looks like
acronym soup: CD-DA, CD-ROM, CD-RW, CD-WORM, DVD.
A CD drive uses a laser to read information stored optically on
a plastic disk. Rather than having concentric tracks, there is one
track that spirals from the inside out. Like other disks, the track
is broken into sectors. Unlike magnetic disks where the tracks
near the center are more densely packed, a CD has the data
evenly packed over the whole disk, thus more information is
stored in the track on the outer edges and read in a single
revolution. In order to make the transfer rate consistent
throughout the disk, the rotation speed varies depending on the
position of the laser beam.

The other letters attached to CD refer to various properties of
the disk, such as formatting, and whether or not the
information on them can be changed. CD-DA (Compact Disk-
Digital Audio) is the format used in audio recordings. Certain
fields in the format are used for timing information.

CD-ROM (Read-Only Memory) is the same as CD-DA but the
disk is formatted differently. Data is stored in the sectors
reserved for timing information in CD-DA. Read-only memory
means that the data is permanent on the disk and cannot be
changed.

The acronym CD-WORM stands for Write Once, Read Many.
This format, which is also called CD-R (Recordable), is used
typically for archiving data, where the data is not to be changed
after being recorded.

CD-RW (Rewritable) allows you to erase disks and reuse them.
DVD, which stands for Digital Versatile Disk, can store multi-
media presentations that combine audio and video. DVDs also
come in several formats: DVD-ROM, DVD-R, DVD-RW.

Flash Memory
Flash memory is a type of non-volatile memory that can be
electronically erased and reprogrammed. Its name was
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invented by Toshiba to express how much faster it could be

erased- ‘in a flash’, which means “very quickly’.

Unlike RAM, which is volatile, flash memory retains the

information stored in the chip when the power is turned off.

This makes it ideal for use in digital cameras, laptops, network

switches, video game cards, mobile phones and portable

multimedia players. In addition, it offers fast read access times

(although not as fast as RAM), with transfer rates of 12MB per

second. Unlike ROM chips, flash memory chips are rewritable,

so you can update programs via software.

Flash memory is used in several ways:

- Many PCs have their BIOS (basic input/output system)
stored on a flash memory chip, so it can be updated if
necessary.

- Modems wuse flash memory because it allows the
manufacturer to support new protocols.

- USB flash drives are used to save and move MP3s and other
data files between computers.

New U3 smart drives allow users to store both applications and

data. They have two drive partitions and can carry applications

that run on the host computer without requiring installation.

Flash memory cards are used to store images on cameras, to

back up data on PDAs, to transfer games in video consoles, to

record voice and music on MP3 players or to store movies on

MP4 players. Their capacity can range from 8 MB to several

gigabytes. The only limitation is that flash cards are often not

interchangeable.

Non-von Neumann Architectures

The linear fetch-execute cycle of the von Neumann architecture
still dominates the technology today. However, since 1990,
alternative parallel-processing systems have entered the
marketplace. They have the potential to process much more
data at much higher speeds.

One approach to parallelism is to have multiple processors
apply the same program to multiple data sets. In this approach,
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processors often execute the same instructions at the same time,
i.e,, a common program is run at each processor. This approach
is called synchronous processing and is effective when the same
process needs to be applied to many data sets. This approach is
similar to that of the NASA backup system in which three
computers do the same thing as a security measure. However,
here there are multiple processors applying the same process to
different data sets in parallel.

Another configuration arranges processors in tandem, where
each processor contributes one part to an overall computation.
This approach is called pipelining, and is reminiscent of an
assembly line. When this organization is applied to data, the
first processor does the first task. Then the second processor
starts working on the output from the first processor, while the
first processor applies its computation to the next data set.
Eventually, each processor is working on one phase of the job,
each getting material or data from the previous stage of
processing, and each in turn handing over its work to the next
stage.

The third approach is to have different processors doing
different things with different data. This configuration allows
processors to work independently much of the time, but
introduces the problems of coordination among the processors.
This leads to a configuration where the processors each have
local memory and a shared memory. The processors use the
shared memory for communication, and the configuration is
thus called a shared memory configuration.

Notes:

Per track - Ha Tpek, Ha KaXX/Iy10 [JOPOXKY

Drive partition - paszbueHne >xecTKoro Aucka Ha JIOTHYecKye
paszesb

NASA (National Aeronautics and Space Administration)
backup system - In the early days of manned space flights,
NASA used a backup system composed of three mainframe
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computers, each of which calculated exactly the same thing. If
one computer failed, there were still two computers carrying
out the necessary calculations. If two computers failed, there
was still one computer left to do the necessary processing. If
three computers failed - fortunately, that never happened.

PDA  (Personal Digital Computer) - KkapMaHHBI
nepconaibHbI KomnbioTep (KITK)

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. Since most of main memory is volatile and limited, it is
essential that there be other types of storage devices
where programs and data can be stored.

2. Rather than having concentric tracks, there is one track
that spirals from the inside out.

3. In order to make the transfer rate consistent throughout
the disk, the rotation speed varies depending on the
position of the laser beam.

4. Eventually, each processor is working on one phase of
the job, each getting material or data from the previous
stage of processing, and each in turn handing over its
work to the next stage.

2. Answer the following questions:

1. Why is it essential that there be other types of storage
devices?

Name the types of secondary storage devices.

Describe the process of formatting a disk.

What formats do CDs and DVDs come in?

When is synchronous processing used?

IS
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6. Why is pipelining compared to an assembly line?
7. What is a shared memory configuration?

3. Translate into English:

C camMoro Hauvajla KOMIIBIOTEPHOV 3pbl CyIIeCTBOBasIa
HeoOXoIMOCTh BO Bce Oostee 1 Ooslee MIPOM3BOAMUTETHHBIX
cucreMax. B OCHOBHOM 3TO [OCTUTajJioch B pe3yJibTaTe
SBOJIFOLIVN TeXHOJIOIMII IIPOU3BOACTBa KOMITbIoTepoB. Hapsmy ¢
OTVIM WIMEJIM MeCTO IIOHBITKM WCITOIb30BaTh HECKOJIBKO
IPOLIECCOPOB B OIHOVI BEIYMCIUTEIIBHOV CUCTEME B pacueTe Ha
TO, 4TO Oy[eT OCTUTHYTO COOTBETCTBYIOIlee YBeIndeHue
TMIPOM3BOANTETBHOCTH. ITepsont TaKou ITOTIBITKOVI,
ocymlecTsieHHON B Hawaie 70-x romos, ssigerca ILLIAC IV.
Cemmyac mmMeeTcss Macca Hapa/UIeIbHBIX KOMIIBIOTEPOB U
IPOEKTOB X peasIv3ariiL.

ApPXUTEKTYypbl  Hapa/UIeJIbHBIX ~ KOMIIBIOTEPOB ~ MOLYT
3HAYNUTEJIbHO OTINYaThCcsd OPYyr oT papyra. Ilapauienbhble
KOMIIBIOTEPBI COCTOSAAT W3 TpeX OCHOBHBIX KOMIIOHEHTOB:
OpOLIeCCOPBI, MOAY/IM MaMsATM WM KOMMYTHUPYIOIIAs CeTh.
KoMmmyTupyromas ceTb coevHAeT IIpOoLeccophl IPYT C IPYyToM
VI IHOTAa TaKKe C MOIYJISIMV TTaMSITA.

4. Give the summary of the text using the key terms.
Topics for essays (you might need additional information):

e The hierarchy of computer memory.
e The non-von Neumann architectures.
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PROGRAMMING LANGUAGES AND PROGRAM
LANGUAGE CONCEPTS

BRIEF HISTORY OF COMPUTER PROGRAMMING
LANGUAGES

Read the following words and word combinations and use
them for understanding and translation of the text:

to specify - yrousaTh

to morph into - TpancdopMMpOBaTECA B ...
logical branching - morm4ueckoe BeTBIeHME
tedious - yromuresIbHBIVI

to affect - ByIMATH

shared program - pa3nesreHHast (COBMeCTHO VCIIOJIb3yeMasi)
mporpamMma

hand-wired - ycraHOB/I€HHBIVI BpyYIHYIO

array - MaccuB

explicit - TouHbBII

restrictive - orpaHMYMBarOIINII

to handle - 3arpy>kxaTp, 06pabaTbsIBaTh

to surpass - IpeBOCXOANTH

parse tree - mepeBO CMHTaKCM4eCKOro pasbopa
dynamic variable - fuHaMMYeckas repeMeHHas
to wind up - 3aBepmmMTHCA

to implement - BHenpATH

sequentially - rmoc;remoBaTesIbHO

slider bar - ckonp3ammit Mmapkep, 0eryHOK
duct tape - ckoTu

oddball - sxcrieETpUUHBIN

Ever since the invention of Charles Babbage’s difference engine
in 1822, computers have required a means of instructing them
to perform a specific task - a program. This means is known as
a programming language. A programming language is a set of
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rules that specify which sequences of symbols constitute a
program, and what computation the program describes.

A programming language is an abstraction mechanism. It
enables a programmer to specify a computation abstractly, and
to let a program (usually called an assembler, compiler or
interpreter) implement the specification in the detailed form
needed for execution on a computer.
Programming languages are the medium of expression in the
art of computer programming. An ideal programming language
will make it easy for programmers to write programs clearly.
Because programs are meant to be understood, modified, and
maintained over their lifetime, a good programming language
will help others read programs and understand how they work.
In evaluating programming languages, we must consider the
tasks of designing, implementing, testing, and maintaining
software, asking how well each language supports each part of
the software life cycle.

Computer languages were first composed of a series of steps to
wire a particular program; these morphed into a series of steps
keyed into the computer and then executed; later these
languages acquired advanced features such as logical branching
and object orientation. The computer languages of the last fifty
years have come in two stages, the first major languages and
the second major languages, which are in use today.

In the beginning, Charles Babbage’s difference engine could
only be made to execute tasks by changing the gears which
executed the calculations. Thus, the earliest form of a computer
language was physical motion. Eventually, physical motion
was replaced by electrical signals when the US Government
built the ENIAC in 1942. It followed many of the same
principles of Babbage’s engine and hence, could only be
“programmed” by presetting switches and rewiring the entire
system for each new “program” or calculation. This process
proved to be very tedious.

In 1945, John Von Neumann was working at the Institute for
Advanced Study. He developed two important concepts that
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directly affected the path of computer programming languages.
The first was known as “shared-program technique”. This
technique stated that the actual computer hardware should be
simple and not need to be hand-wired for each program.
Instead, complex instructions should be used to control the
simple hardware, allowing it to be reprogrammed much faster.
The second concept was also extremely important to the
development of programming languages. Von Neumann called
it “conditional control transfer”. This idea gave rise to the
notion of subroutines, or small blocks of code that could be
jumped to in any order, instead of a single set of
chronologically ordered steps for the computer to take. The
second part of the idea stated that computer code should be
able to branch based on logical statements such as IF
(expression) THEN, and looped such as with a FOR statement.
“Conditional control transfer” gave rise to the idea of
“libraries,” which are blocks of code that can be reused over
and over.

In 1949, a few years after Von Neumann’s work, the language
Short Code appeared. It was the first computer language for
electronic devices and it required the programmer to change its
statements into Os and 1s by hand. Still, it was the first step
towards the complex languages of today. In 1951, Grace
Hopper wrote the first compiler, A-0. A compiler is a program
that turns the language’s statements into Os and 1s for the
computer to understand. This led to faster programming, as the
programmer no longer had to do the work by hand.

FORTRAN

In 1957, the first of the major languages appeared in the form of
FORTRAN. FORTRAN was the first programming language
that significantly rose above the level of assembly language. Its
name stands for FORmula TRANslating system. The language
was designed at IBM for scientific computing. The main
innovation of FORTRAN was that it became possible to use
ordinary mathematical notation in expressions. FORTRAN also
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had subroutines (a form of procedure or function), arrays,
formatted input and output, and declarations that gave
programmers explicit control over the placement of variables
and arrays in memory. However, that was about it. Today, this
language would be considered restrictive as it only included IF,
DO, and GOTO statements, but at the time, these commands
were a big step forward.

Nevertheless, the advantages of the abstraction quickly won
over most programmers: quicker and more reliable
development, and less machine dependence since register and
machine instructions are abstracted away. The basic types of
data in use today got their start in FORTRAN, these included
logical variables (TRUE or FALSE), and integer, real, and
double-precision numbers. Because most early computing was
on scientific problems, FORTRAN became the standard
language in science and engineering, and is only now being
replaced by other languages.

COBOL

Though FORTAN was good at handling numbers, it was not so
good at handling input and output, which mattered most to
business computing. Business computing started to take off in
1959, and because of this, COBOL was developed. The language
was designed by a committee consisting of representatives of
the US Department of Defense, computer manufacturers and
commercial organizations such as insurance companies. The
primary designer of COBOL was Grace Murray Hopper, an
important computer pioneer.

COBOL was intended to be only a short-range solution until a
better design could be created; instead, the language as defined
quickly became the most widespread language in its field (as
FORTRAN has in science), and for a similar reason: the
language provides a natural means of expressing computations
that are typical in its field, although current versions of
FORTRAN and COBOL differ substantially from forms of these
languages of the 1950s. Business data processing is
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characterized by the need to do relatively simple calculations
on vast numbers of complex data records, and COBOL'’s data
structuring capabilities far surpass those of algorithmic
languages like FORTRAN or C. It also allowed for these to be
grouped into arrays and records, so that data could be tracked
and organized better. It is interesting to note that a COBOL
program is built in a way similar to an essay, with four or five
major sections that build into an elegant whole. COBOL
statements also have a very English-like grammar, making it
quite easy to learn. All of these features were designed to make
it easier for the average business to learn and adopt it.

LISP

In 1958, John McCarthy of MIT created the LISt Processing (or
LISP) language. It was designed for Artificial Intelligence (AI)
research. Since it was designed for a specialized field, the
original release of LISP had a unique syntax: essentially none.
Programmers wrote code in parse trees, which are usually a
compiler-generated intermediary between higher syntax (such
as in C or Java) and lower-level code. Another obvious
difference between this language (in original form) and other
languages is that the basic and only type of data is the list; in
the mid-1960s, LISP acquired other data types. A LISP list is
denoted by a sequence of items enclosed by parentheses. LISP
programs themselves are written as a set of lists, so that LISP
has the unique ability to modify itself, and hence grow on its
own. LISP remains in use today because of its highly
specialized and abstract nature.

Pascal

Pascal was begun in 1968 by Niklaus Wirth. Its development
was mainly out of necessity for a good teaching tool. The
motivation for Pascal was to create a language that could be
used to demonstrate ideas about type declarations and type
checking. In the beginning, the language designers had no
hopes for it to enjoy widespread adoption. Instead, they
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concentrated on developing good tools for teaching such as a
debugger and editing system and support for common early
microprocessor machines which were in use in teaching
institutions.

Pascal was designed in a very orderly approach, it combined
many of the best features of the languages in use at the time,
COBOL, FORTRAN, and ALGOL. While doing so, many of the
irregularities and oddball statements of these languages were
cleaned up, which helped it gain users. The combination of
features, input/output and solid mathematical features, made it
a highly successful language. Pascal also improved the
“pointer” data type, a very powerful feature of any language
that implements it. It also added a CASE statement, that
allowed instructions to branch like a tree.

Pascal also helped the development of dynamic variables,
which could be created while a program was being run,
through the NEW and DISPOSE commands. However, Pascal
did not implement dynamic arrays, or groups of variables,
which proved to be needed and led to its downfall. Wirth later
created a successor to Pascal, Modula-2, but by the time it
appeared, C was gaining popularity and users at a rapid pace.

C

C was developed by Dennis Ritchie of Bell Laboratories in the
early 1970s as an implementation language for the UNIX
operating system. Operating systems were traditionally written
in assembly language because high-level languages were
considered inefficient. C abstracts away the details of assembly
language programming by offering structured control
statements and data structures (arrays and records), while at
the same time it retains all the flexibility of low-level
programming in assembly language (pointers and bit-level
operations).

Since UNIX was readily available to universities, and since it is
written in a portable language rather than in raw assembly
language, it quickly became the system of choice in academic
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and research institutions. When new computers and
applications moved from these institutions to the commercial
marketplace, they took UNIX and C with them.

Cis designed to be close to assembly language so it is extremely
flexible; the problem is that this flexibility makes it extremely
easy to write programs with obscure bugs because unsafe
constructs are not checked by the compiler as they would be in
Pascal. C is a sharp tool when used expertly on small programs,
but can cause serious trouble when used on large software
systems developed by teams of varying ability.

The C language was standardized in 1989 by the American
National Standards Institute (ANSI); essentially the same
standard was adopted by the International Standards
Organization (ISO) a year later.

C++

In the 1980s Bjarne Stroustrup, also from Bell Laboratories, used
C as the basis of the C++ (known as “C With Classes”)
language, extending C to include support for object-oriented
programming similar to that provided by the Simula language.
In addition, C++ fixes many mistakes in C and should be used
in preference to C, even on small programs where the object-
oriented features may not be needed.

C++ is an evolving language and the natural language to use
when upgrading a system written in C.

Java

In the early 1990s, interactive TV was the technology of the
future. Sun Microsystems decided that interactive TV needed a
special, portable (can run on many types of machines),
language. This language eventually became Java. In 1994, the
Java project team changed their focus to the Web, which was
becoming “the cool thing” after interactive TV failed. The next
year, Netscape licensed Java for use in their internet browser,
Navigator. At this point, Java became the language of the future
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and several companies announced applications which would be
written in Java, none of which came into use.

Though Java has very lofty goals and is a text-book example of
a good language, it may be the “language that wasn’t.” It has
serious optimization problems, meaning that programs written
in it run very slowly. And Sun has hurt Java’'s acceptance by
engaging in political battles over it with Microsoft. But Java
may wind up as the instructional language of tomorrow as it is
truly object-oriented and implements advanced techniques such
as true portability of code and garbage collection.

Visual Basic is often taught as a first programming language
today as it is based on the BASIC language developed in 1964
by John Kemeny and Thomas Kurtz. BASIC is a very limited
language and was designed for non-computer science people.
Statements are chiefly run sequentially, but program control
can change based on IF. THEN, and GOSUB statements which
execute a certain block of code and then return to the original
point in the program’s flow.

Microsoft has extended BASIC in its Visual Basic (VB) product.
The heart of VB is the form, or blank window on which you
drag and drop components such as menus, pictures, and slider
bars. These items are known as “widgets.” Widgets have
properties (such as its color) and events (such as clicks and
double-clicks) and are central to building any user interface
today in any language. VB is most often used today to create
quick and simple interfaces to other Microsoft products such as
Excel and Access without needing a lot of code, though it is
possible to create full applications with it.

Perl

Perl has often been described as the “duct tape of the Internet,”
because it is most often used as the engine for a Web interface
or in scripts that modify configuration files. It has very strong
text matching functions which make it ideal for these tasks. Perl
was developed by Larry Wall in 1987 because the UNIX sed
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and awk tools (used for text manipulation) were no longer
strong enough to support his needs. Depending on whom you
ask, Perl stands for Practical Extraction and Reporting
Language or Pathologically Eclectic Rubbish Lister.
Programming languages have been under development for
years and will remain so for many years to come. They got their
start with a list of steps to wire a computer to perform a task.
These steps eventually found their way into software and began
to acquire newer and better features. The first major languages
were characterized by the simple fact that they were intended
for one purpose and one purpose only, while the languages of
today are differentiated by the way they are programmed in, as
they can be used for almost any purpose. And perhaps the
languages of tomorrow will be more natural with the invention
of quantum and biological computers.

Notes:

Sed - IOTOKOBBIVI peaKTOp

Awk - g3bIK 00paboTKM II1a0IOHOB

Charles Babbage (1791 — 1871) - aHmIMiCKMII MaTeMaTVK,
n3o0peTaTeslb  IIePBOV  AQHAIUTUYECKOV  BBIUMCIIVNTEIILHOV
MaIHBI

ENIAC - niepBbITI 37IEKTPOHHBIN IIIPPOBOVI KOMIIBIOTEP

John von Neumann (1903 - 1957) - BeHrepo-aMepMKaHCKMII
MaTeMaTuK, C €ro VMeHeM CBS3bIBAlOT  apXUTEKTYpy
OOJIBIITMHCTBA COBPEMEHHBIX KOMITBIOTEPOB

Artificial Intelligence - McKyccTBeHHBIVI MHTEIUIEKT

UNIX - ceMencrso  IIepeHOCUMBIX, MHOTO3aJauHbBIX,
MHOTOIIOJIb30BaTeIIbCKVIX OIIePALIVIOHHBIX CVICTEM

Widget - mpumMmTiB rpadmaeckoro nHTEpderica IoIb3oBaTesIs

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:
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Computer languages were first composed of a series of
steps to wire a particular program; these morphed into a
series of steps keyed into the computer and then
executed; later these languages acquired advanced
features such as logical branching and object orientation.
...It followed many of the same principles of Babbage’s
engine and hence, could only be “programmed” by
presetting switches and rewiring the entire system for
each new “program” or calculation.

The second concept was also extremely important to the
development of programming languages. Von
Neumann called it “conditional control transfer”.

The second part of the idea stated that computer code
should be able to branch based on logical statements
such as IF (expression) THEN, and looped such as with
a FOR statement.

FORTRAN also had subroutines (a form of procedure
or function), arrays, formatted input and output, and
declarations that gave programmers explicit control
over the placement of variables and arrays in memory.
Programmers wrote code in parse trees, which are
usually a compiler-generated intermediary between
higher syntax (such as in C or Java) and lower-level
code.

Java may wind up as the instructional language of
tomorrow as it is truly object-oriented and implements
advanced techniques such as true portability of code
and garbage collection.

2. Answer the following questions:

—

What were programming languages devised for?
Which two concepts devised by von Neumann affected
the development of programming languages?

What made FORTRAN so useful for scientific
applications?
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4. What features of COBOL made it easier for business to
adopt it?

5. Is Pascal good for teaching purposes?

6. What are the advantages and disadvantages of the C
language?

7. Why does the number of new programming languages
tend to increase?

3. Translate into English:

DBOJIIONMS A3BIKOB IPOIPAMMMPOBAHMS

SI3bIKM  TIporpaMMMpOBaHMSL — IIpeTeprHemt  OoJIblive
V3MeHeHMs C Tex Mop, Kak B 40-x romax XX Beka Ha4asoch MX
vcronb3oBaHme. [lepBble S3BIKM IIpOrpaMMMPOBaHMS OBUIN
OYeHb MPUMUTMBHBIMM ¥ Majl0 YeM OTIMYaINCh OT
dpopMaIM30BaHHBIX YIIOPSIOYEHUI JBOVYHBIX YyCes (€IVIHNI]
¥ HyJIeV), IOHSTHBIX KOMIIbIOTepy. VIX HasbIBaloOT g3bIKaMM
IIpOorpaMMIMPOBaHMs HU3KOTO ypoBHS. VIcImionb3oBaHMeE TaKMX
SA3bIKOB ~ OBUIO  KpaliHe HeyJoOHO C TOUKM  3peHus
MIPOTPaMMIICTa, TaK KaK OH JIOJDKeH ObUT 3HATh UMCIIOBBIE KOJIBI
BCeX MAIVIHHBIX KOMaH7, M COOCTBEHHOPYYHO pacIIpelessiTh
IIaMSATh IO, KOMAaHABl IIpOrpaMMbl ¥ JaHHble. YTOOBI
YIPOCTUTH OOIlleHVWe YejloBeKa C KOMIIbIOTepoM, Obuim
pa3paboTaHbl S3BIKM IIpOrpaMMMpoBaHMs Tuia AcceMmOriep, B
KOTOPBIX IIepeMeHHble BEeJIMUMHBI CTaIM  M300paXkaTbCs
CUIMBOJTMTYECKVIMI VIMEHAMV, a YWCJIOBBIe KOIBI OIlepariuii
ObUTM  3aMeHeHBI Ha  MHEMOHMYECKMe  (CJIOBECHBIE)
o0Oo3HaueHs, KOTOpEbIe jleryue 3aIIOMHUTB. SI3bIK
HIPOTpaMMIMPOBaHV IPVOIN3WIICS K UeJIOBEUeCKOMY SI3BIKY, HO
YIQITVIICS OT SI3bIKa MAIIVIHHBIX KOMaHI.

B 50-x rogax XX Beka B CBA3M C HIMPOKUM IpUMeHeHVeM
KOMITBIOTEPOB B Pa3/IMUHBIX OOJIacTAX HayKM ¥ TeXHUKNU
BO3HMKJIa Cepbe3Has IIpolsieMa: IIPOCTBIE II0JIb30BaTEeIN He
MOITIM paboTaTh C KOMITBIOTEPOM W3-3a CJIOKHOCTM SI3BIKOB
IporpaMMMpOBaHMs, a IpodeccroHaIbHbIE IIPOIPaMMVCTBI
ObUII He B COCTOSHUM OOCIYXUTh OTPOMHOE KOJITYECTBO
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nosib3oBaTesiet. PemteHueM [aHHOWM ITpoOJIeMbl  SIBUJIOCH
co3flaHMe S3bIKOB ITPOrPaMMMpPOBaHMSI BBICOKOTO YPOBHS,
BakHBIM  IIpeMMYIIeCTBOM  S3BIKOB  IIPOrpaMMMpPOBaHMSA
BBICOKOTO YPOBHS sBJIsieTcs MalllMHHasi He3aBUCUMMOCTb. K
HeloCTaTKaM IIpOrpaMM, HaIlMCaHHBIX Ha s3bIKaX BBICOKOTO
YPOBHSI, OTHOCATCSI OOJIBIIION OOBEM 3aHVMMAaeMOV MaMSTU U
Ooslee MemyIeHHOe BBHIIIOJIHEHVE, YeM Y IIpOrpaMM Ha
MAaIIMHHBIX s3bIKax WM s3bIkax AcceMOrepa. IlepsbMu
IIOIYJIIPHBIMYU SI3bIKaMV BBICOKOTO YPOBHSI, TIOSBVBIIVIMVICS B
50-x romax XX Beka, 6prt1 FORTRAN, COBOL n Algol.

B 1971 ropy npodeccop H. BupT paspaboTarr HOBBIV SI3BIK,
noiyumsinmii HaspaHue Pascal (B uects maTemaTnika XVII Beka
brie3a I'lackarst). SI3bik Pascal ocHOoBaH Ha Asirosie 1 co3maBasics
KaK y4eOHBIVI $I3bIK, B HEM CTPOrO COOJIOZeHa CTPYKTypHast
JIMHUS IIporpaMmupoBaHus. B cwiy cBomx mocromHceTs Pascal
IIOCITY K1 VICTOYHVIKOM IUISL CO3[IAaHMS MHOTMX COBPEMEHHBIX
S3BIKOB IIporpamMmuipoBaHms, Takux kKak Ada, C 1 Modula-2.

Jspik C  mepBoHadyasibHO  ObUI  paspaboTaH  [1id
KOMITBIOTEPOB,  WCIIOJIB3YIOIINX — OIepPaljiOHHYI0  CUCTeMY
UNIX. On sBisieTcs OTHOCUTENIBHO ITPOCTBIM SI3BIKOM, B HeM
HeT oIlepaluil Ha/l, CMMBOJIbHBIMY CTPOKaMMU ¥ CIIMICKaMWu, HO, B
ommmune oT Pascal, B HeMm 3ajJ0)keHBl BO3MOXXHOCTU
HeIIOCpe/ICTBeHHOIo oOpallleHnsi K HeKOTOPBIM MalllHHBIM
KOMaHjIaM, K OIlpefieJIeHHbIM ydJacTKaM ITaMsATV KOMIIbIOTepa.
S3pik C MIMPOKO MCIIOJIb3yeTcsl KaK MHCTPYMEHTaIbHBIV SI3bIK
U1l pa3spaboTKM oOllepallViOHHBIX CUCTeM, TPaHC/IATOPOB, Oa3
JaHHBIX, a TakKXe [JPYIMX CUCTEeMHBIX W IIPUKIIaIHbBIX
IporpaMMm.

4. Give the summary of the text using the key terms.
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GENERATIONS OF LANGUAGES

Read the following words and word combinations and use
them for understanding and translation of the text:

generation - mokosieHue

to be referred to as ...- Ha3pIBaTbCA

neural networks - HeftpoHHBIe ceTn
low-level language - A3bIK HM3KOIO YPOBHsI
high-level language - A3bIK BBICOKOTO yPOBHSA
to execute - BBIIIOJTHATH

advantage - mpenmyIecTso

disadvantage - HemocTaToK

source code - MCXOIHBIV KO,

loop - muxi1

human-readable - morATHBII Ye10BEKy

to convert into - npeoO6pa3oBbIBaTH

There are currently five generations of computer programming
languages. In each generation, the languages syntax has become
easier to understand and more human-readable.

e Languages of the First Generation (1GL). These languages
represent the earliest form of computer languages,
consisting entirely of Os and 1s. This is the representation of
the language the computers actually understand (machine
language).

e Languages of the Second Generation (2GL). This language
improvement provided a way for programmers to
incorporate symbolic names into the language in addition
to the numbers. This is also referred to as assembly
language, and is converted into 1GL.

e Languages of the Third Generation (3GL). Words and
commands were added to the usage of program creation.
This is in addition to the numbers and symbols that were
previously used in 1GL and 2GL. Also considered as high-
level languages, they have a syntax that is relatively easy to
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understand. Some examples of programming languages in
the third generation include Javascript, Java, C and C++.

e Languages of the Fourth Generation (4GL). These
languages are extremely close to the human language, and
are generally used for database access. Among others, this
language consists of ColdFusion and SQL.

e Languages of the Fifth Generation (5GL). These languages
are most commonly used for neural networks, which are
forms of artificial intelligence in an attempt to imitate the
way the human mind works.

There are three basic types of computer programming
languages. They are machine, assembly and high-level.

Machine language

Machine language is the only language that a computer
understands. Each statement in a machine language program is
a sequence of bits. Each bit may be set to 0 or 1. Series of bits
represent instructions that a computer can understand. For
example, the number 455 is represented by the bit sequence
111000111. Machine language is a low-level programming
language. It is easily understood by computers but difficult to
read by people. This is why people use higher level
programming languages. Programs written in high-level
languages are compiled and/or interpreted into machine
language so computers can execute them.

Assembly language

Assembly language is a representation of machine language. In
other words, each assembly language instruction translates to a
machine language instruction. The advantage of assembly
language is that its instructions are readable. For example,
assembly language statements like MOV and ADD are more
recognizable than sequences of Os and 1s. Though assembly
language statements are readable, the statements are still low-
level. Another disadvantage of assembly language is that it is
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not portable. In other words, assembly language programs are
specific to a particular hardware. But this can be an advantage
for programmers who are targeting a specific platform and
need full control over the hardware.

High-level language

High-level languages are what most programmers use.
Languages such as C++ and Java are all high-level languages.
One advantage of high-level languages is that they are easily
readable. The statements in these languages are English-like.
For example, you can gain a basic understanding of what a Java
program is doing by simply reading the program source code.
High-level languages use English words as statements. Loops
in Java programs are indicated by the words for, while and do.
Another advantage of high-level languages is that they are less
tedious to use. A single statement in a high-level language can
translate into many machine language statements. Finally, high-
level languages are usually portable.

A disadvantage of high-level languages is that they are usually
less powerful and less efficient. Since statements are high-level,
you cannot code at the bit level the way you can with assembly
language. High-level languages also need to be compiled
and/or interpreted into machine language before execution.

Notes:

Neural network - maremarmdeckass Wi KuOepHeTudecKas
Moze/Ib OVIOIOrTUecKOVl HEVIPOHHOVI CeTV

Machine language - HaGop OwHapubIXx HMdIp WM OUTOB,
KOTOPBIe KOMITBIOTEP CUMUTHIBAET VI BOCIIPVHIMAET

Assembly language - IIpOMeXyTOUHBII S3BIK MeXIy
MaIlIVHHBIM KOJIOM ¥ $I3bIKOM BBICOKOI'O YPOBHS

High-level language - KOMIIBIOTEPHBII 43BIK BBICOKOIO
yPOBHS, TIO3BOJISIET paspabaTsIBaTh IIpOTrpaMMHEIe

IIPVUIOXKEHVIA, VCIIOJIb3Y OOBIUHBIE CJIOBA 7 CMMBOJIBI, a He
ABOMYHDbIE YVICIIa
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Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1.

Languages of the Second Generation provide a way for
programmers to incorporate symbolic names into the
language in addition to the numbers.

Language of the Fourth Generation is extremely close to
the human language, and is generally used for database
access.

Languages of the Fifth Generation are most commonly
used for neural networks, which are forms of artificial
intelligence in an attempt to imitate the way the human
mind works.

Programs written in high-level languages are compiled
and/or interpreted into machine language so computers
can execute them.

Assembly language statements like MOV and ADD are
more recognizable than sequences of Os and 1s.

You can gain a basic understanding of what a Java
program is doing by simply reading the program source
code.

2. Answer the following questions:

1.

2.

Why are there five generations of programming
languages?

What is the principal difference between low-level and
high-level languages?

To what extent is assembly language similar to a
machine language?
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4. Can the programs written in high-level languages be
executed by the computer directly?

5. What are the advantages and disadvantages of high-
level languages?

3. Translate into English:

I1ATE NOKOJIEeHUI1 A3BIKOB IIPOTPAaMMMPOBaHMS

VlHorma ~ pasnmuyaloT — [OSATh  IIOKOJIGHUM — SI3BIKOB
IporpaMMMpOBaHNs, IIpaBOa HaHHOe pas/leleHne sBIIseTcs
CIIOPHBIM:

ITepBoe nnoxosienne

Hauaso 1950-x romoB - $3bIK II€PBbIX KOMIIBIOTEPOB.
IlepBBIt s13bIK acceMOsiepa, CO3MAHHBIV [0 IIPUHINITY «OHA
VHCTPYKIMSL - OOHa CTpokKa». OCHOBHas OTIMYMUTEIbHAS
0CcOOEHHOCTB: OPMEHTVPOBaHe Ha KOHKPETHBIVI KOMITBIOTEp.

Bropoe nokonenne

Koner; 1950-x - mHawasio 1960-x r.r. Paspaboran
CUMBOJIBHBII acceMOJiep, B KOTOPOM IIOSIBWIOCH IIOHSITHE
epeMeHHOVI. DTO IIepBBIVI ITOJHOLEHHBI s3bIK. OcHOBHas
OTJITUUTeIIbHAs OCODEHHOCTB: OpPMEeHTHpPOBaHNe Ha
abCTPaKTHBIVI KOMITBIOTEP C TaKOVI JKe CICTEMOVI KOMaH/I.

TpeTre nokoneHne

1960-e r.r. - SI3pIKM MpOrpaMMIPOBaHMs BBICOKOTO YPOBHH.
VIx xapaKTepuCTVKI:

*  OTHOCHUTeJIbHas IPOCTOTa;

*  HEe3aBMCVMOCTb OT KOHKPETHOT'O KOMITbIOTepa;

*  BO3MOXHOCTb VICTIOJTb30BaHVIS MOIITHBIX
CUHTAKCUYeCKVX KOHCTPYKIINTL.

IIpocroTa  sA3bIKa  TO3BOJNIIET  IIMCATh  HeOOJIbIIVIE
OoporpaMmbl M JIIOOSAM, — KOTOpble  He  SBJISIOTCH
npodeccroHaIbHBIMM pOorpaMMICTaMM. OcHoBHasg
OT/IMUNTENIbHA OCOOEHHOCTh $I3bIKa TPeThero ITOKOJIEHVIS:
OpPVEHTVPOBaHIe Ha aJITOPUTM (QJITOPUTMIUECKIE SI3BIKNA).
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YeTpepToe 11okosieHe

Hauaso 1970-x r.r. mo cerogusiHero spemenn. Cosgatorcs
A3BIKM, TpeJHa3’HadyeHHble Ul pealu3aluy  KPYIHBIX
IIPOEKTOB. ITpobemMHO-OpMeHTPOBaHHbBIE SA3BIKU,
orepupyroliyie KOHKPeTHBIMY ITOHATUAMI y3Kom obstacTn. Kak
HpaBWwIo, B TaKue S3bIKM BCTpaMBaiOT MOIIHBIE OIlepaTophbl,
IIO3BOJISIIOIIVIE OOHOVI CTPOKOW OITMCHIBATH cpyHKm/M, I
ommcaHMWsl ~ KOTOPBIX  $I3bIKaM  MJIAQAIINX  ITOKOJIEHWM
noTpeboBasIoch ObI COTHM WM AaXe ThICAYM CTPOK MCXOIHOTO
koga. OcHOBHasi ODIMYNTEIIbHAasd  OCOOEHHOCTb  d3BbIKa
YeTBepPTOro IIOKOJIeHVI: NpUOIVDKeHe K dejIoBeuecKoy peun
(TexapaTVBHBIE SI3BIKM).

ITsaToe nokosnenmne

[TaToro mokosieHMs SI3bIKOB IIPOrpaMMIMpPOBaHMA II0Ka He
cymectsyeT. ITo mpornosam, 5GL Oymer omepmposaTe MeTa-
MeTa-/TaHHbBIM.

Ceruac cymiecTByeT eOMHCTBEHHBIVI 3bIK, KOTOPBIN
paboTaeT C MeTa-MeTa-JaHHBIMM, - 93TO S3BIK KOMaH
MeHeJDKepOB I1aKeTOB WIV MeHe[DKepPOB 3aBVICHMOCTeV, TaKMX
Kak apt, yum, smart, maven, cpan u gpyrue. Vicrionb3osaHue
apt-get, yum " smart  Ype3BbIYaVIHO IIOBBICVJIO
HPOV3BOAUTEIGHOCTh ~ CUCTEMHBIX  aJMUHUCTPaTOpOB -
npuMmepHo B 1000-u  pas. Vicronp3oBaHMe MeHeIXepOB
3aBUCMMOCTeVI, TaKuX Kak maven, cpan, rakudo, pim,
easy_install,  mevicTBUTesIbHO ~ 3HAUWUTEIBHO  TIOBBICKIIO
HPOV3BOANUTEILHOCTh ITPOrpaMMICTOB, mpuMepHo B 10 pas. K
COXaJICHUIO, 3T A3BIKM SBJISIOTCS  SI3bIKaMM  KOMaHIHOV
CTPOKM ¥ He SIBJISIOTCS SI3bIKaMVl IIPOrPaMMIUPOBaHMSL.

4. Give the summary of the text using the key terms.
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PROGRAMMING LANGUAGE APPLICATIONS

Read the following words and word combinations and use
them for understanding and translation of the text:

spreadsheet - (gMHaMMJeckas)) 3JIeKTpOHHasi TabsMIIa,
TabJIM4YHasA mporpamMMma

to embed - BHenpsTH, BCTpanBaTh

diversity - pasHOOOpasme

to be content - OBITH cOITaCHBIM

elaborate - meranpHO paspaboTaHHBIN

decimal numbers - mecsITMaHBIe UNCcIa

rather than - ...a He...

therefore - csiemoBaTeILHO

to burden - o6pemenaTh

mark-up language - s13bIK pasMeTKM

pervasive - MIMPOKO pacpoOCTpaHEeHHbIV

floating-point computations - BeIUMCIIeHMs ¢ IUIaBaroIen
TOYKOM

Computers have been applied to a myriad of different areas,
from controlling nuclear power plants to providing video
games in mobile phones. Because of this great diversity in
computer use, programming languages with very different
goals have been developed. We can also understand why there
are hundreds of programming languages: two different classes
of problems may demand different levels of abstraction, and
different programmers have different ideas on how abstraction
should be done. A C programmer is perfectly content to work
at a level of abstraction that requires specification of
computations using arrays and indices, while an author of a
report prefers to “program” using a language consisting of the
functions of a word-processor.

Virtually all successful programming languages were originally
designed for one specific use. This is not to say that each
language is good for only one purpose.
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Scientific applications. The first digital computers, which
appeared in the 1940s, were used and indeed invented for
scientific applications. Typically, scientific applications have
simple data structures but require large numbers of floating-
point arithmetic computations. The most common data
structures are arrays and matrices; the most common control
structures are counting loops and selections. The early high-
level programming languages invented for scientific
applications were designed to provide for those needs. Their
competitor was assembly language, so efficiency was a primary
concern. The first language for scientific applications was
FORTRAN.

Business applications. The use of computers for business
applications began in the 1950s. Special computers were
developed for this purpose, along with special language. The
first successful high-level language for business was COBOL,
the initial version of which appeared in 1960. Business
languages are characterized by facilities for producing elaborate
reports, precise ways of describing and storing decimal
numbers and character data, and the ability to specify
arithmetic operations.

With the advent of personal computers came new ways for
businesses to use computers. Two specific tools that can be used
on small computers, spreadsheet systems and database
systems, were developed for business and now are widely
used, in both homes and businesses.

Artificial Intelligence. Artificial Intelligence (AI) is a broad
area of computer applications characterized by the use of
symbolic rather than numeric computations. Symbolic
computation means that symbols, consisting of names rather
than numbers, are manipulated. Also, symbolic computation is
more conveniently done with linked lists of data rather than
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arrays. This kind of programming sometimes requires more
flexibility than other programming domains.

The first widely used programming language developed for Al
applications was the functional language LISP, which appeared
in 1959. During the early 1970s, however, an alternative
approach to some of these applications appeared - logic
programming using the Prolog language. More recently, some
Al applications have been written in scientific languages such
as C.

Systems programming. The operating system and all of the
programming support tools of a computer system are
collectively known as its systems software. Systems software is
used continuously and therefore must be efficient. Therefore, a
language for this domain must provide fast execution.
Furthermore, it must have low-level features that allow the
software interfaces to external devices to be written.

In the 1960s and 1970s, some computer manufacturers, such as
IBM, Digital, and Burroughs (now UNYSYS), developed special
machine-oriented high-level languages for systems software on
their machines: PL/S, BLISS, and ALGOL.

The UNIX operating system is written almost entirely in C,
which has made it relatively easy to port to different machines.
Some of the characteristics of C make it a good choice for
systems programming. It is low-level, execution-efficient, and
does not burden the user with many safety restrictions.

Web software. The WWW is supported by an eclectic collection
of languages, ranging from mark-up languages, such as
XHTML, which is not a programming language, to general-
purpose programming languages, such as Java. XHTML
provides a way of embedding presentation instructions in the
pages of information, which could include text, images, sound,
or animation, that constitute Web content. These instructions
are targeted to presentation devices, which could be browser
displays, printers, or other devices. Because of the pervasive
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need for dynamic Web content, some computation capability is
often included in the technology of content presentation. This
functionality can be provided by embedding a programming
code in an XHTML document. Such code is often in the form of
a scripting language, such as PHP or Python.

Notes:

UNYSYS - xommbrorepHass komnaHusa B CIIA, ocHoBaHa B
1986 r.

XHTML (Extensible Hypertext Markup Language) -
paciIpseMBIlt s13bIK TUIIePTEeKCTOBOV Pa3sMeTKM

PHP (Hypertext Preprocessor) - CKPWUIITOBBII  SA3BIK
HIporpaMMIMpOBaHMs 00IIero HasHauYeHMs, IIpYMeHsIeMbIN I
paspaboTKM BeO-IIPMITOXKEeHMTI

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. Computers have been applied to a myriad of different
areas, from controlling nuclear power plants to
providing video games in mobile phones.

2. A C programmer is perfectly content to work at a level
of abstraction that requires specification of computations
using arrays and indices, while an author of a report
prefers to “program” using a language consisting of the
functions of a word-processor.

3. The most common data structures are arrays and
matrices; the most common control structures are
counting loops and selections.

4. Special computers were developed for this purpose,

along with special language.
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5. Symbolic computation is more conveniently done with
linked lists of data rather than arrays.

6. Systems software is used continuously and therefore
must be efficient.

7. It is low-level, execution-efficient, and does not burden
the user with many safety restrictions.

2. Answer the following questions:

1. Why are there programming languages with different

goals?

What makes a programming language successful?

3. What requirements should a language for scientific
applications meet?

4. How can business languages be characterized?

What is an efficient language for systems programming?

6. Why is the WWW supported by an eclectic collection of
languages?

N

o1

3. Translate into English:

VHadopManyioHHEIe TEXHOJIOIMM WIPAOT Bce Ooiee
3HAYMMYIO POJIb B YesloBedecKoM obrrecTse. OHM IIPOHMKIIVI BO
Bce cdpepsnl AeATernbHOCTH. j1d 00CIyXKmBaHMs 00IIeCcTBeHHbIX
OTpeOHOCTENT B aBTOMAaTM3aLMM TPyHa, XpaHEeHWs NaHHBIX,
CBSI3ML VI JIp. PasBMBAIOTCS SI3BIKM ITporpammuiposaHmvs. Ecym
paHBIIe S3BIKM IIPOTPAaMMVPOBAHMS VICIIONIB30BAIVICH JIVIIIIH
IS CO3TTaHMS IporpaMm st aBTOMaTM3aLIN
BBIYVICIIMTEITBHBIX IIPOIIECCOB, TO Ha CETOAHSIIHUN JIeHb OHU
VICIIOJIB3YIOTCS VIS pellieHvist 6oiee pa3sHOOOPa3HBIX 3a7aY.

V3ydeHme wcTOpUM SI3BIKOB IIPOTPaMMWPOBAHWS, WX
pasHoOOpasmsi m 0coOeHHOCTeVI IIO3BOJISIET ITPOTrPaMMMUCTY
ClieslaTh IIPaBWIBHBIV BEIOOP IIpYM BEIOOPE SI3bIKa IS pelleHs
OIIpezIeJIeHHOV 3a]auml.

Bce MHOrooOpasue SI3bIKOB IIPOTpaMMMPOBAHMS [I€JISAT Ha
pasiMuHble KJIacChl B 3aBUCHMMOCTM OT pelllaeMbIX VMW 3ajad.
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beuto 3amedeno, uro B mporecce  pasBUTHA  SA3BIKU
IporpaMMIpOBaHIs, BXOIdAINMe B OOMH Kjlacc, COVDKAIOTCH
Mexay — cobom.  XoTrd camMo  pasHOOOpasme  KJIaccoB
yBeJIn4MBaeTcs, T.K. yBeJIndmBaeTcs cdepa 3a7ad, pelraemMbIx C
ITOMOIIIbI0 KOMITBIOTEPHBIX TeXHOJIOT VA

Crnemyer Takke OTMETUTb W pasBUTHE  S3BIKOB
NporpaMMUpOBaHMA B CTOPOHY crenuduKanmy, Korja
onpesieJleHHbIe A3bIKM Hambosiee MNPUIOOHBI IS pelleHus
Y3KOro Kjlacca 3ajad.

4. Give the summary of the text using the key terms.

BASIC TYPES OF PROGRAMMING LANGUAGES

Read the following words and word combinations and use
them for understanding and translation of the text:

assignment statement - MHCTpyKIIMA pUIcBavMBaHMA
imperative language - MMIepaTMBHBIN SA3BIK, IPOIleAy PHBIV
A3BIK

iterative - mTepaTMBHBIV, HOBTOPHBIN

simulation package - IaKeT MMWUTAIVIOHHOTO
MOJIeJIMPOBaHW
functional, or applicative language - SI3BIK

$YHKIMOHAILHOTO HMPOrPaMMMPOBAHMS, AIIUIMKATHMBHBIV
A3BIK

conciseness - KpaTKOCTb

to be consistent with - corstacoBbpIBaTHCA C...

overhead - 3aTpaTsbI

dispatching - nucnerdepusanms, ynpasaeHue

to enhance - ycunmBarte

drag-and-drop - OykcupoBka, neperackuBaHme

control flow - ynpasnsaronias oruka, HOTOK yIIpaB/IeHMs
declaration - 00bsBIEHME, ONIMCaHMe

query - 3ampoc
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to retrieve data - n3BsIekaTh JaHHBIE

custom tags - moyib30BaTeJIbLCKME TEIN

data encryption - mmdpoBaHMe TaHHBIX

gate model - Mopmesnp JIOrMYecKOV cxeMbl Ha BEHTMJILHOM
ypOBHe

quantum cellular automata - kBaHTOBas1 cOTOBasI aBTOMaTVMKa
to be embedded into - BcTrpoeHHBI B...

insofar - B TaKo¥ cTeIeHN...

The basic architecture of computers has had a profound effect
on language design. Most of the popular languages of the past
50 years have been designed around the von Neumann
architecture. These languages are called imperative languages.
Because of the von Neumann architecture, the central features
of imperative languages are variables, assignment statements,
and the iterative form of repetition. In these languages an
algorithm is specified in great detail, and the specific order of
execution of the instructions or statements must be included.
The syntax and the semantics of the imperative languages are
very complex. In an imperative language, the programmer
must make a static division of the program into its concurrent
parts, which are then written as tasks. Concurrent execution in
imperative language can be a complicated process. The most
efficient imperative languages are C and FORTRAN.

An imperative language uses a sequence of statements to
determine how to reach a certain goal. These statements are
said to change the state of the program as each one is executed
in turn.

All the languages we have discussed have one trait in common:
the basic statement is the assignment statement which
commands the computer to move data from one place to
another. This is actually a relatively low level of abstraction
compared to the level of the problems we want to solve with
computers. Newer languages prefer to describe a problem and
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let the computer figure out how to solve it, rather than
specifying in great detail how to move data around.

Modern software packages are really highly abstract
programming languages. An application generator lets you
describe a series of screen and database structures, and then
automatically creates the low-level commands needed to
implement the program. Similarly, spreadsheets, desktop
publishing software, simulation packages and so on have
extensive facilities for abstract programming.

It should be obvious that programs in an abstract, non-
imperative language cannot hope to be as efficient as hand-
coded C programs. Non-imperative languages are to be
preferred whenever a software system must search through
large amounts of data, or solve problems whose solution cannot
be precisely described. Examples are: language processing
(translation, style checking), pattern matching (vision, genetics)
and process optimization (scheduling). As implementation
techniques improve and as it becomes ever more difficult to
develop reliable software systems in ordinary languages, these
languages will become more widespread.

A functional, or applicative, language is one in which the
primary means of computation is applying functions to given
parameters. Programming can be done in a functional language
without the kind of variables that are used in imperative
languages, without assignment statements, and without
iteration. This makes the syntax and the semantics of the
functional languages simple compared to that of the imperative
languages.

Programs in functional languages can be divided into
concurrent parts dynamically, by the execution system, making
the process highly adaptable to the hardware on which it is
running. The closeness of functional programming to
mathematics, while resulting in conciseness and elegance, may
in fact make functional programming languages less accessible
to many programmers.
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The most prominent among these languages are: LISP,
COMMON LISP, and Scheme, which is widely used to teach
functional programming.

In the early days of programming several very influential
languages were designed and implemented that had one
characteristic in common: the languages each had a preferred
data structure and an extensive set of operations for the
preferred structure. These languages made it possible to create
sophisticated programs that were otherwise difficult to write in
languages such as FORTRAN that simply manipulated
computer words.

Data-oriented languages are somewhat less popular than they
once were, partly because by using object-oriented techniques it
is possible to embed such data-oriented operations into
ordinary languages like C++ and Ada, but also because of
competition from newer language concepts like functional and
logic programming. Nevertheless, the languages are technically
interesting and quite practical for the programming tasks for
which they were designed.

Object-oriented programming (OOP) is a method of
structuring programs by identifying real world or other objects,
and then writing modules each of which contains all the data
and executable statements needed to represent one class of
objects. Within such a module, there is a clear distinction
between the abstract properties of the class which are exported
for use by other objects, and the implementation which is
hidden so that it can be modified without affecting the rest of
the system.

C++ showed that it was possible to implement the entire
machinery of OOP in a manner that is consistent with static
allocation and type-checking, and with fixed overhead for
dispatching; the dynamic requirements of OOP are used only as
needed. Ada 95 based its support for OOP on ideas similar to
those found in C++.
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The latest step in the evolution of software development is
object-oriented design. Object-oriented methodology begins
with data abstraction, and adds inheritance and dynamic
method binding. Inheritance greatly enhances the potential
reuse of existing software, providing the possibility of
significant increases in software development productivity.
This is an important factor in the increase in the popularity of
object-oriented languages, such as Smalltalk, Ada 95, Java, and
C++.

Another kind of language, the visual language, forms
subcategory of the imperative languages. The most popular
visual language is Visual BASIC, which is now being replaced
by Visual BASIC.NET. These languages include capabilities for
drag-and-drop generation of code segments. The characterizing
feature of a visual language provides a simple way to generate
graphical user interfaces to programs.

Languages used for logic programming are called logic
programming languages, or declarative languages, because
programs written in them consist of declarations rather than
assignments and control flow statements. These declarations
are actually statements in symbolic logic.

Declarative semantics is considerably simpler than the
semantics of the imperative languages.

Programming in a logic programming language is
nonprocedural. Programs in such languages do not state exactly
how a result is to be computed but rather describe the form of
the result. The difference is that we assume the computer
system can somehow determine how the result is to be
computed. What is needed to provide this capability for logic
programming languages is a concise means of supplying the
computer with both the relevant information and a method of
inference for computing the desired result.

Logic programming in general and Prolog language in
particular are a natural match to the needs of implementing an
RDBMS: only a single language is required, the deductive
capability is built in.
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Prolog can be used to construct expert systems. It can easily
fulfill the basic needs of expert systems, using resolution as the
basis for query processing, using its ability to add facts and
rules to provide the learning capability, and using its trace
facility to inform the user of the ‘reasoning’ behind a given
result.

In recent years, a new category of languages has emerged, a
mark-up/programming hybrid languages. Mark-up languages,
including the most widely used mark-up language, XHTML,
are not programming languages. They are used to specify the
layout of information in Web documents.

Web Languages are used for creating and editing pages on the
Web. They can do anything from putting plain text on
Webpage, to accessing and retrieving data from a database and
vary greatly in terms of power and complexity.

e HTML (Hyper Text Markup Language) is the core
language of the World Wide Web that is used to define
the structure and layout of Web pages by using various
tags and attributes. Although a fundamental language
of the Web, HTML is static - content created with it does
not change.

e HML (Extensible Markup Language) works like HTML,
but unlike HTML, allows for custom tags that are
defined by programmers. XML allows for the
transmission of data between applications and
organizations through the use of its custom tags.

e Javascript is developed by Netscape used to provide
dynamic and interactive content on Webpages. With
Javascript it is possible to communicate with HTML,
create animations, create calculators, validate forms, and
more. Javascript is often confused with Java, but they
are two different languages.
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PHP (Hypertext Preprocessor (it's a recursive acronym))
is a powerful language used for many tasks such as data
encryption, database access, and form validation. PHP
was originally created in 1994 by Rasmus Lerdorf.

Java is a powerful and flexible language created by Sun
MicroSystems that can be used to create applets (a
program that is executed from within another program)
that run inside Webpages as well as software
applications. Things you can do with Java include
interacting with the user, creating graphical programs,
reading from files, and more. Java is often confused with
Javascript, but they are two different languages.

Software languages are used for creating executable programs.
They can create anything from simple console programs that
print some text to the screen to entire operating systems and
vary greatly in terms of power and complexity.

C is an advanced programming language used for
software application development. It has proven itself to
be able to be used for various software applications such
as business programs, engineering programs, and even
games.

C++ is a descendant of the C language. The difference
between the two languages is that C++ is object-
oriented. C++ is a very popular language for graphical
applications.

Visual Basic is a language developed by Microsoft
based on the BASIC language. Visual Basic is used for
creating Windows applications. The VBScript language
(also developed by Microsoft) is based on Visual Basic.

Within the area of 'Quantum Computing' a new field of
research has emerged: designing and realizing experimental
'Quantum Programming Languages' (QPLs) complement the
research fields of 'computational models' (gate model, one-way
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quantum computer, quantum cellular automata), 'error
correction' and 'quantum algorithms'.

From a pragmatical point of view QPLs are formal systems,
which serve as a means to control the execution of programs on
a quantum computer or on a classical computer simulating a
quantum computer. A possible model describing this scenario
is Knill's QRAM model, which is based on the idea that the
program proper runs on a classical computer which controls the
quantum computer, i.e. which controls a device driving a
quantum experiment.

QPLs can also be classified into the traditional categories of
functional and imperative/object-oriented programming
languages.

Just as with classical programming languages there are many
more aspects on QPLs which are a matter of debate. A QPL
could be designed as a completely new language or as an
extension of an existing classical language. The extension itself
could either be embedded into the classical language or be
realized in form of a library.

One of the problems which language designers face is the
relatively small number of quantum algorithms which could
help to demonstrate the expressiveness of their language.
Another open problem is the construction of high level
structures analogous to the structures, which are nowadays
common in all modern programming languages such as
modules, abstract data types, etc. Up to now, quantum
sublanguages of QPLs are still close to assembly languages
insofar as they operate directly on registers of qubits.

Notes:

RDBMS (Relational Database Management System) -
00BeKTHO-PeJIAIIMOHHas CHCTeMa yIIpaBiieHns 06asaMm JaHHbBIX
kommaHvm Oracle.
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Quantum gate - Ga30BBIN 37IeMEHT KBAaHTOBOTO KOMITBIOTEPA,
NpeoOpasyIoUIT BXOIHbIE JaHHbIe KyOWUTOB B BBIXOHBIE IIO
OIIpele)IeHHOMY 3aKOHY

QRAM  (Quantum Random  Access Memory) -
3aITOMMHAOIIIee YCTPOVICTBO KBAHTOBOI'O KOMIThIOTEPA

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. Because of the von Neumann architecture, the central
features of imperative languages are variables,
assignment statements, and the iterative form of
repetition.

2. Newer languages prefer to describe a problem and let
the computer figure out how to solve it, rather than
specifying in great detail how to move data around.

3. Spreadsheets, desktop publishing software, simulation
packages and so on have extensive facilities for abstract
programming.

4. A functional, or applicative, language is one in which
the primary means of computation is applying functions
to given parameters.

5. The closeness of functional programming to
mathematics, while resulting in conciseness and
elegance, may in fact make functional programming
languages less accessible to many programmers.

6. In the early days of programming several very
influential languages were designed and implemented
that had one characteristic in common: the languages
each had a preferred data structure and an extensive set
of operations for the preferred structure.
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7. C++ showed that it was possible to implement the entire
machinery of OOP in a manner that is consistent with
static _allocation and type-checking, and with fixed
overhead for dispatching; the dynamic requirements of
OOP are used only as needed.

8. Logic programming in general and Prolog language in
particular are a natural match to the needs of
implementing an RDBMS: only a single language is
required, the deductive capability is built in.

2. Answer the following questions:

1. What are the central features of imperative languages?
Why?

2. Is there a principal difference between older and newer
languages?

3. How can you justify for the applicability of non-
imperative languages?

4. Why are data-oriented languages less popular
nowadays?

5. What contributes to the growing popularity of object-
oriented languages?

6. What kind of problems do language designers face
when developing a quantum programming language?

3. Translate into English:

B pasBuTum S3bIKOB IIPOTPaMMVPOBAHMS BBIIEIISIFOTCS JBa
OCHOBHBIX HaIIpaBJIeHMs: IIPOLeAypHOe 1 HelpolenypHoe. B
HPOLIeYyPHBIX SI3bIKaX IIPOrpaMMa SBHO OIVICHIBAET JIEVICTBIIS,
KOTOpble HeOoOXOAVMO BBIIIOJIHUTb, a pe3yJIbTaT 3alaeTcs
CIIOCOOOM  TOJIyYeHMs] ero IIpy  I[OMOIIYM  HEKOTOPOM
HpOLEeAYpPhl — OIpeleJIeHHOV ITOCJIeN0BaTeIbHOCTY IEVICTBIATL
OCHOBHBIMI CpeJICTBaMV, IIPMMEHSIEMBIMM B OSTMX SI3bIKaXx,
SBJISIOTCSL  BEJIMYMHBI (B TOM 4Ymcile W TaOiIwM4dHBIE),
HpVCBaMBaHMs, IIMKIIbL, Ipouenypbl. Ilpm mocTpoeHmmn
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HPOLIETyPHOV IIPOrpaMMbl HEOOXOAVIMO SICHO ITPeJICTaBIISTh,
KakKye MeVICTBUS ¥ B KaKOW IIOC/IeNOBaTeIbHOCTU OymyT
IIPOM3BOIIUTBCS IIpM  ee BbiNoiHeHMn. HemporenypHoe
(TexIapaTNBHOE) IPOrpaMMIPOBaHe MOSIBWIOCH B Hadasie 70-
X TOIOB, HO €ro pasBurue Havdaiock B 80-e rofipl B CBS3U C
IIPOEKTOM II0 CO3JaHWMIO KOMITBIOTEPOB IISITOTO ITOKOJIEHVIS,
IIeJIbI0 KOTOPOTO SBWIACH ITOJITOTOBKA ITOYBBI TS CO3TAHVAS
VIHTEJUIEKTY JTbHBIX MAIIIVIH. K HeIIPOIleTy PHOMY
POTPaMMMPOBAHMIO  OTHOCATCSI  (PYHKIUMOHAIbHBIE U
JIoTMYecKyie SI3bIKI. B (PYHKIMOHAIBHBIX S3bIKaxX IporpaMma
ONVICHIBaeT BBIUNMCIIEHVe HeKoTopon yHKmym. OOBMHO 3Ta
yHKIIMA 3amaeTcs KaK KOMITO3ULIVISL IPYIMX, OoJlee IIPOCTHIX,
Te B CBOIO OUeperb pa3dMBaroTCsa Ha elle Oosiee IPOCThIe, U T.II.
OpuH 13 OCHOBHBIX JIEMEHTOB B (PYHKIIMOHAJIBHBIX SI3BIKAX —
peKypcus, T.e. BBIUMCIIEHVE 3HadeHMs QYHKIMM —depe3
3HadeHue 3TOV e PYHKUMM OT Apyrux a1emMeHToB. Hambortee
pacIpoCTpaHeHHBIMI  cpeayt  (PYHKIIMOHAIBHBIX  SI3BIKOB
sisitoTcs Lisp n Refal.

MoOXHO  BBIOEIUTH  eIlle  OOMH  KJIacC  S3BIKOB
IIPOrpaMMMPOBaHMS - OOBEKTHO-OPVEHTUPOBAHHBIE SI3BIKV
CBEpPXBBICOKOTO ypoBHSA. Ha Takmx s3bIkax He OIIMCHIBAIOT
ITOJIPOOHOV  ITOCIIEIOBATEIIBHOCTY JIEVICTBUM JUISL  PelleHMs
3aja4n, XOTS OHM COIepXKaT 3JIeMEHTHhI IIPOLIeTyPHOIro
nporpaMmupoBatms. OOBEKTHO-OPVMEHTMPOBAHHbBIE — SI3BIKYA,
Onaromapss ©OoraToMy  IIOJIB30BaTEJIbCKOMY  MHTepericy,
IpeyIaraloT 4eJjIOBEeKy PeIINTh 3afadyy B YHOOHOW IS Hero
dopme. TlpumepoM Takoro ssblka MOXET CIIYKUTh SI3BIK
IIporpaMMMpOBaHMs  Bu3yajibHOoro  obmeHms  SmallTalk.
TpynHO mpoBecTM UeTKyIO0 TpaHUIy MeXAy CHUCTeMaMu
IPOTPaMMIMPOBAHMS CBEPXBBICOKOTO YPOBHS ¥ IIPUKIIAIHBIM
porpaMMHBIM obecrieueHmeM. Kak Te, Tak 1 gpyrite crCTeMbI
MO3BOJISIIOT  paboTaTh C HUMM  HeKBAIM(PUIMPOBAHHOMY
TI0JIb30BATEJIIO, He SIBJISIOIIeMYCS IIPOTPaMMVICTOM.

4. Give the summary of the text using the key terms.
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LANGUAGE EVALUATION CRITERIA.
IMPLEMENTATION METHODS

Read the following words and word combinations and use
them for understanding and translation of the text:

criterion (pl. criteria) - kpuTepmit
maintenance - moggep>kka

ease - IpOCTOTa

Crossover - riepeKpecTHBIV IIepexo]t
writability - srerkocTs co3gasms mporpaMm
domain - mpegmeTHas1 061acTh

realm - oGs1acTh nevicTBMA
two-dimensional - nBymepHBI
time-consuming - Bpems3aTpaTHBIN

pure — YMCTBIVI

simulation - MmozmeMpoBaHMe

fetch-execute cycle - K1 BBIGOPKM ¥ MICIIOTHEHMS
to debug - ornanguTe

run-time - Bpems1 MCIIOJTHEHUA

reliability - Hage>xHOCTB

In order to examine and evaluate the concepts of the various
constructs and capabilities of programming languages it is
necessary to have a set of evaluation criteria.

Readability. Perhaps one of the most important criteria for
judging a programming language is the ease with which
programs can be read and understood. Before 1970 the primary
positive characteristics of programming languages were
efficiency and machine readability. Language constructs were
designed more from the point of view of the computer than of
computer users. In the 1970s, however, the software life cycle
concept was developed, maintenance was recognized as a
major part of the cycle. Because ease of maintenance is
determined by the readability of programs, readability became
an important measure of the quality of programs and
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programming languages. There was a distinct crossover from a
focus on machine orientation to a focus on human orientation.
Writability. Writability is a measure of how easily a language
can be used to create programs for a chosen problem domain. It
is simply not reasonable to compare the writability of two
languages in the realm of a particular application when one was
designed for that application and the other was not. For
example, the writabilities of COBOL and FORTRAN are
dramatically different for creating a program to deal with two-
dimensional arrays for which FORTRAN is ideal. Their
writabilities are also quite different for producing financial
reports with complex formats, for which COBOL was designed.
Reliability. A program is said to be reliable if it performs to its
specifications under all conditions. Type checking is an
important factor in language reliability. The earlier errors in
programs are detected, the less expensive it is to make the
required repairs.

Cost. The ultimate total cost of a programming language is a
function of many of its characteristics. First, there is the cost of
training programmers to use the language. Second is the cost of
writing programs in the language. Both the cost of training
programmers and the cost of writing programs in a language
can be significantly reduced in a good programming
environment. Third is the cost of compiling programs in the
language. Fourth, the cost of executing programs written in a
language is greatly influenced by that language’s design. The
tifth factor is the cost of the language implementation system.
Sixth is the cost of poor reliability.

Portability. This is the ease with which programs can be moved
from one implementation to another. Portability is most
strongly influenced by the degree of standardization of the
language, which is a time-consuming and difficult process.

Implementation Methods
Programming languages can be implemented by any of three
general methods. At one extreme, programs can be translated
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into machine language, which can be executed directly on the
computer. This method is called a compiler implementation,
and has the advantage of very fast program execution, once the
translation process is complete.

Pure interpretation lies at the opposite end (from compilation)
of implementation methods. With this approach, programs are
interpreted by another program called an interpreter, with no
translation whatever. The interpreter program acts as a
software simulation of a machine whose fetch-execute cycle
deals with high-level language program statements rather than
machine instructions.

Pure interpretation has the advantage of allowing easy
implementation of many source-level debugging operations,
because all run-time error messages can refer to source-level
units. But the execution is 10 to 100 times slower than in
compiled systems and it often requires more space.

Some language implementation systems are a compromise
between compilers and pure interpreters, they translate high-
level language programs to an intermediate language designed
to allow easy interpretation. This method is faster than pure
interpretation because the source language statements are
decoded only once. Such implementations are called hybrid
implementation systems.

Notes:

Compiler - mnporpamma BBIIOIHSAIONIAS KOMIWISLIMIO —
TPaHCISANVIO IPOrPaMMBbl, COCTABJICHHOV Ha A3bIKe BBICOKOTO
YPOBHS B 3KBMBAJIEHTHYIO IIpOrpaMMy Ha s3blKe, OJIM3KOM
MaIlIMHHOMY.

Interpreter - mporpamma, obecreunBarommas IepeBos, C
aJITOPUTMMWYECKOTO SA3bIKa BBICOKOTO yPOBHS Ha MaIIVIHHBIN C
OJTHOBPE€MEHHBIM BBLIIIOJIHEHVEM OIIepaToOpOB ITPOTrpaMMBI.
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Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1.

7.

In order to examine and evaluate the concepts of the
various constructs and capabilities of programming
languages it is necessary to have a set of evaluation
criteria.

Perhaps one of the most important criteria for judging a
programming language is the ease with which programs
can be read and understood.

In the 1970s the software life cycle concept was
developed, maintenance was recognized as a major part
of the cycle.

There was a distinct crossover from a focus on machine
orientation to a focus on human orientation.

It is simply not reasonable to compare the writability of
two languages in the realm of a particular application
when one was designed for that application and the
other was not.

The earlier errors in programs are detected, the less
expensive it is to make the required repairs.

Both the cost of training programmers and the cost of
writing programs in a language can be significantly
reduced in a good programming environment.

The interpreter program acts as a software simulation of
a machine whose fetch-execute cycle deals with high-
level language program statements rather than machine
instructions.

Pure interpretation has the advantage of allowing easy
implementation of many source-level debugging
operations, because all run-time error messages can
refer to source-level units.
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2. Answer the following questions:

1. What are the criteria to evaluate the programming
languages?

2. Why is readability an important measure of the quality
of programming languages?

3. Can the writabilities of different languages be different?

Why?

4. What can influence the cost of a programming
language?

5. What is the difference between the implementation
methods?

3. Translate into English:

VIutepmiperatop - HOporpamMma WIM  YCTPOVICTBO,
OCyIlIecTBIISAIoIIee IOOIIepaTOPHYIO TPaHCIISALIO u
BBIIIOJIHEHME  WMCXOJHOW HporpamMmbl. B ommmume ot
KOMIIWISATOpPa, WHTepIIpeTaTop He IOpOXAaeT Ha BbIXOIe
IporpaMMy Ha MalllMHHOM s3blke. PacriosHaB KoMaHIy
VICXOHOIO s3blKa, OH TYyT >e BbilonHseT ee. Kak B
KOMOWISTOpaX, TaK ¥ B MHTepIpeTaTopax VCIIOIb3yIOTCs
OJIMHAKOBble METOABI aHa/IM3a VICXOAHOIO TeKCTa IPOrpaMMBbL.
Ho wHTepnperaTtop mMHo3BOJIsieT HadaTb OOpabOTKY [IaHHBIX
IIocjle HalMcaHMe JaXke OJHOV KOMaH/bl. DTO AejlaeT IIpoliecc
paspaboTku 1 oTIagkm IporpaMm bonee rnbkmM. Kpome Toro,
OTCYTCTBME BBIXOJHOTO MAIIIMHHOTO KOJa II03BOJIsIeT He
«3axjlaMJIATh»  BHEIIHWe YCTPOVICTBA JOHIOJIHWUTEIbHBIMU
daruiamm, a caM MHTepIpeTaTop MOXKHO [IOCTaTOYHO JIETKO
aJanTpoBaTh K JIHOOBIM  MAIIVMHHBIM  apXUTEKTypaM,
paspaboTraB  ero  TOJBKO OOMH  pa3 Ha  IIMPOKO
pacIpocTpaHeHHOM s3blKe IIporpaMMmupoBaHusa. IlosTomy
VHTepHpeTupyeMble s3bIKM, Tuma Java Script, VB Script,
NOJIyYWwIv  IIMPOKoe  pacpocTpaHeHne.  HemocraTkom
VIHTepPIPeTaTOPOB sBJIsIeTCs HWU3Kasg CKOPOCTb BBIIOJIHEHMS
nporpamM.  OOBIUHO  MHTEpIIpeTMpPYeMble  IIPOTrpaMMBbI
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BpmioyiHstoTcs:t B 50-100  pa3  MemieHHee — IIporpamu,
HaOMCaHHBIX B MAIIMHHBIX KOIAX.

4. Give the summary of the text using the key terms.
Topics for essays (you might need additional information):

e Programming Languages Categorization.

e The Diversity in Programming Languages Application.

e Language Evaluation Criteria

e Comparative Analysis of Two Programming Languages
Belonging to Two Different Categories
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OPERATING SYSTEMS

Read the following words and word combinations and use
them for understanding and translation of the text:

application software - mpukiIagHOE IpOrpaMMHOe
obecrieuenne

system software - crcTreMHOe IIporpaMMHOe o0ecriedeHne
core - AAPO, LIEUTP, CYIIHOCTH

to accomplish - BBIIOIHATE, IOCTUTATH

handheld - nopTraTnBHBI, TIEpeHOCHOT

booting - 3arpyska

dual-boot system - ccTema ¢ IBOVIHOVI 3arpy3KO¥
kernel - ssmpo

shell - o6o10uKa

in between - mexxay, mocepenyHe

to swap - oOMeHMBaTBH,

to amount to - cocTaB/IATH, paBHATHCA
time-sharing - pa3neneHne BpemeHn

offshoot - orBeTBIIEHME

to recapitulate -pe3rommpoBaTh

to debug - oTnaxmBaTe

command-line - koMmaHgHasA cTpoKa

to tuck away - cnpATaTh

sophistication - cJ10>KHOCTB, M30IIPEHHOCTH

Modern software can be divided into two categories,
application software and system software, reflecting this
separation of goals. Application software is written to address
our specific needs - to solve problems in the real world. Word
processing program, games, inventory control systems,
automobile diagnostic programs are all application software.
System software manages a computer system at a fundamental
level. It provides the tools and an environment in which
application software can be created and run. System software

91



often interacts directly with the hardware and provides more
functionality than the hardware itself does.

The operating system of a computer is the core of its system
software. An operating system manages computer resources,
such as memory, input/output devices, and provides an
interface through which a human can interact with the
computer. An amazing aspect of operating systems is how
varied they are in accomplishing these tasks. Mainframe
operating systems are designed primarily to optimize
utilization of hardware. Personal computer (PC) operating
systems support complex games, business applications, and
everything in between. Operating systems for handheld
computers are designed to provide an environment in which a
user can easily interface with the computer to execute
programs. Thus, some operating systems are designed to be
convenient, others to be efficient, and others are some
combination of the two.

A computer generally has one operating system that becomes
active and takes control when the system is turned on.
Computer hardware is wired to initially load a small set of
system instructions stored in permanent memory (ROM). These
instructions load a larger portion of system software from
secondary memory, usually a magnetic disk. Eventually all key
elements of the operating system software are loaded, start-up
programs are executed, the user interface is provided, and the
system is ready for use. This activity is often called booting the
computer. The term boot comes from the idea of “pulling
yourself up by your own bootstraps,” which is essentially what
a computer does when it is turned on.

A computer could have two or more operating systems from
which the user chooses when the computer is turned on. The
configuration is often called a dual-boot or multi-boot system.
Note that only one operating system is in control of the
computer at a given time.
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DEVELOPMENT

The earliest computers were started with rudimentary “loader”
program that could be used to configure the system to run the
main application program. Gradually a more sophisticated way
to schedule and load programs, link programs together, and
assign system resources to them was developed.

As systems were developed that could run more than one
program at a time, the duties of the operating systems became
more complex. Programs had to be assigned individual
portions of memory and prevented from accidentally
overwriting another program’s memory area. A technique
called virtual memory was developed to enable a disk drive to be
treated as an extension of the main memory, with data
“swapped” to and from the disk as necessary. This enabled the
computer to run more and/or larger applications. The
operating system, too, became larger, amounting to millions of
bytes worth of code.

During the 1960s, time sharing became popular particularly on
new smaller machines such as the DEC PDP series, allowing
multiple users to run programs and otherwise interact with the
same computer. Operating systems such as MULTICS and its
highly successful offshoot UNIX developed ways to assign
security levels to files access levels to users. The UNIX
architecture featured a relatively small kernel that provides
essential process control, memory management, and file system
services, while drivers performed the necessary low-level
control of devices and a shell provided user control.

Starting in the late 1970s, the development of personal
computers recapitulated in many ways the earlier evolution of
operating systems in the mainframe world. Early
microcomputers had a program loader in read-only memory
(ROM) and often rudimentary facilities for entering, running,
and debugging assembly language programs.

During the 1980s, more complete operating systems appeared
in the form of Apple DOS, CP/M, and MS-DOS for IBM PCs.
These operating systems provided such facilities as a file system
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for floppy or hard disk and a command-line interface for
running programs or system utilities. These systems could run
only one program at a time (although exploiting a little-known
feature of MS-DOS allowed additional small programs to be
tucked away in memory).

As PC memory increased from 640 KB to multiple megabytes,
operating systems became more powerful. Apple Macintosh
operating system and Microsoft Windows could manage
multiple tasks. Today PC operating systems are comparable in
sophistication and capability to those used on mainframes.

An interesting development that began in the mid-1980s is the
growth of networks of personal computers running network
operating systems and distributed operating systems. Network
operating systems are not fundamentally different from single-
processor operating systems. They obviously need a network
interface controller and some low-level software to drive it, as
well as programs to achieve remote login and remote file
access. But these additions do not change the essential structure
of the operating system.

A distributed operating system, in contrast, is one that appears
to its users as a traditional uniprocessor system, even though it
is actually composed of multiple processors. Distributed
systems often allow applications to run on several processors at
the same time, thus requiring more complex processor
scheduling algorithms in order to optimize the amount of
parallelism.

Notes:

DEC PDP - Digital Equipment Corporation Programmed
(Personal) Data Processor - Topropasi MapKa KOpIIOpaluin
Digital Equipment m1g BBIIycKaloIllerocss e ceMericTBa
HeIOPOIX MYMHMKOMITBIOTEPOB.

MULTICS - Multiplexed Information and Computing Service -
OflHa W3 IIepBbIX OIEpalOHHBIX CUCTEM C pasfeeHreM
BpeMeHM VICTIOITHEHVSI IIPOTpaMM
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Apple DOS - Apple Disk Operating System - [Inuckosas
orepalioHHas CrCTeMa

CP/M - Control Program for Microprocessors-omnepaliioHHas
cucrem CP/M - nonyssapaas B 1980-x . OC my1s 8-paspsmHbIX
IK

MS/DOS - Microsoft Disk Operating System - pguckosas
orlepalliOHHasl ~ CUCTeMa /I KOMIIBIOTepOB Ha  Oase
apxuTeKTyprI x86 (80-e rogsl - cep. 90-x rogoB)

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. Eventually, all key elements of the operating system
software are loaded, start-up programs are executed, the
user interface is provided, and the system is ready for
use.

2. Today PC operating systems are comparable in
sophistication and capability to those used in
mainframes.

3. They obviously need a network interface controller and
some low-level software to drive it, as well as programs
to achieve remote login and remote file access.

4. Thus, some operating systems are designed to be
convenient, others to be efficient, and others some
combination of the two.

2. Answer the following questions:
1. What is the difference between application software and

system software?
2. Explain the term “booting the computer”.
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3. In multiprogramming a technique called virtual
memory is used. What does it mean?

4. What is a kernel?

5. Describe the evolution of the operating system.

3. Translate into English:

BIOS - mnepBpm1 mar K CO3JaHMIO OIlepalVOHHBIX
cHCcTeM.

ITepsble DBM (40-e romger XX Beka) B CWly cCrelMUKN
npuMeHeHMs  (pellleHMe  eOMHCTBEHHOW  3ajayM)  He
VICIIOJIB30BaJIV HMKAKOW OIlepalIOHHOM cucTeMbl. Bckope DBM
Haya/I YCIeIIHO HPUMEHSTh I pelleHus OPYyrux 3agad:
aHaJIM3 TEKCTOB W pellleHNe CJIOXKHBIX IIPUKIaAHBIX 3a7ad U3
obactn dpusukm. OgHaKo I pelreHns KaKIoi KOHKPeTHOM
3aflaull B TO BpeMsi HeoOXoiyumo ObUIO 3aHOBO HaIucaTh He
TOJIBKO KOJI, pPeaJIM3yIOIINii aJrOpUTM pelleHus, HO WU
HpolieTyphl BBOIA-BbIBOA W APyrue IpoLeAyphl YIIpaBieHus
npoiteccoM BerumciteHus. CylllecTBeHHble W3IepKKM TaKOro
TIOIXOJIa BCKOPe CTaIVl OYeBVIHBIMIU:

- KOJI, IIpOIie/ly p BBO/Ia-BbIBOJIa OOBIYHO SIBJI€TCS JOBOJIBHO
0OBeMHBIM U CJIOXKHBIM B OTJIaJIKe;

- HeoOXOAMMOCTb KaKIbIVI pa3 3aHOBO IIMCATh HOBOJIBHO
OoJIBIIION BCIIOMOTaTeIbHBIVI KOJ, IOBBIIIAET TPYIO0eMKOCTb
Ppa3paboTKI IPUKIIaJHBIX IIPOTPaMM.

ITosTomy i paspellieHMs yKa3aHHBIX IIpobjieM ObLIN
Co37IaHBl CIelMasibHble OMOIMOTeKN IIpolieyp BBOMA-BbIBOAA
(BIOS - Basic Input-Output System). TiiaresibHO oT/Ia)keHHBIe U
adpdexTuBHBIe TIpollenypbl u3 BIOS MoxHO OBUIO JIeTKO
VICIIOJIB30BaTh C JIIOOBIMM  HOBBIMM IIporpaMMamiyi, He
3aTpaumBasg BpeMs W CWIBI Ha pa3paboOTKy W OTIaAKy
CTaHAApTHBIX IIpOLedyp A1 BBOAA U BbIBOJIA JaHHBIX.

Takmm obOpasom, ¢ mnossienneM BIOS mnporpammaoOe
oOecrieueHme pasgemwIoch Ha CUCTEMHOe W IIPUKIIaIHOe
IIporpaMMHOe obecriegeHue. [Tprraem MpUKJIaHOe
IporpaMMHOe obecrieyeHne HeIoCpeICTBeHHO
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OPMEHTPOBAHO Ha pellleHNe M0JIe3HbIX 3a/lad, B TO BpeMs Kak
CHICTEMHOe IIpOrpaMMHOe oOecriedeHre OpPMEHTMPOBAHO
VCKIIOUNTEIIbHO Ha TIOAJIep)XKYy paboThl ¥ yIIpollleHue
PpaspaboTKV IPUKIIAHOrO IIPOTPAaMMHOTO OOecIIeueHVIs.

Onnaxko BIOS emie He sBiisieTcsl ollepaliOHHOV CUCTEMOT],
TaK KaK He BBIIIOJIHSAET BaXKHEVIIYIO I oOlepalyiOHHOM
cucTeMbl (PYHKLMIO- VIIpaBjIeHNMe IIPOLIeCcCOM BBIUVCIIeHUN
HIPUKIIaTHO IpOrpaMMBI. BIOS " O6ubrmoTexkn
MaTeMaTU4ecKux IIpoleayp, KOTOopble MOSBWINCH IIPUMEPHO B
TO >Xe BpeMs, IpPOCTO oOJerdaym IIpolecc pas3paboTku u
OTJIAAKM IPUKIAJHBIX IIporpamMMm. TeM He MeHee, cO3aHNe
BIOS crajjo mepBbIM ImIaroM Ha IyTM K CO3JaHUIO
IIOJIHOLIEHHOV OIlepallIOHHOVI CYICTeMBI.

4. Give the summary of the text using the key terms.

FUNCTIONS

Read the following words and word combinations and use
them for understanding and translation of the text:

memory management - yripas/ieHve IIaMsATBIO

thread - moTok (emuEMIA OUcHeTIYepU3alMI B COBPeMEHHbBIX
0Q)

to allocate - pacipenessiTh, BBIIEIIATH

logical address - sormuaeckuit ampec, agpec B BUPTyaIbHOM
aMsT1

physical address - puszmaeckni agpec

mapping - npeobpa3oBaHue, 0TOOpakeHMe

to keep track - orciesxxnBaTh

contiguous - CMe>XHbIVI, IpWJIeTaloIINnii, HellpepbIBHBIN
partition - pa3nenenmue

fixed partition -  craTuMdeckoe (pmxcupoBarHOe)
paciipenesieHue IIaMATH

dynamic partition - nuHaMMYecKoe pacrpenesieHNe IaMATH
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first fit - MmeTOn ITIEpBOTO ITOOXOISAIIIETO

best fit - meTom HawIy4Ilet MOJKAa4KM, HawIydlllee
pasMeleHme

frame- pamka, dpperm

paging - moagkadka (3aMeIeHMe) CTpaHWMI, CTpaHWYHAas
OpraHM3anysl IaMsIT

demand paging - 3amenieHye cTpaHUIL II0 3aIIPOCY

process management - ynmpasjieHue IIpOLIECCOM

process control block (PCB) - 6,10k ynmpaBjieHMs IIPOIIeccOM
context switch - KOHTeKCTHBIVI KOMMYTAaTOp, IIepeKII0ueHe
B 3aBMCHMOCTY OT KOHTeKCTa

CPU scheduling - mnmmaHupoBaHme (OmcrmeTrdepmsanis)
mpomeccopa
non-preemptive scheduling - HeBBITECHSIIOIIIee

(6ecrmpropuTeTHOE) IJTAHMpPOBaHMe

preemptive scheduling - BeITecHsII0IIIee IIJTaHMpPOBaHMe
full-fledged - motHOIIEHHBII

coherence - cOry1acOBaHHOCTB, CJIAXKEHHOCTh

snooping - oTcJIe>XXMBaHMe

deadlock - B3anMo00610KMpOBKa, 3aBMcaHMe

While the architecture and features of operating systems differ
considerably, there are general functions common to almost
every system. The “core” functions include “booting” the
system and initializing devices, process management (loading
programs into memory assigning them a share of processing
time), and allowing processes to communicate with the
operating system or one another (kernel). Multiprogramming
systems often implement not only processes (running
programs) but also threads, or sections of code within programs
that can be controlled separately.

A memory management scheme is used to organize and
address memory, handle requests to allocate memory, free up
memory no longer being used, and rearrange memory to
maximize the useful amount.
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In a multiprogramming environment, multiple programs are
stored in main memory at the same time. Thus, operating
systems must employ techniques to:

- track where and how a program resides in memory,

- convert logical program addresses into actual memory
addresses.

A logical address (sometimes called a virtual or relative address)
is a value that specifies a generic location, relative to the
program but not to the reality of main memory. A physical
address is an actual address in the main memory device. When
the program is eventually loaded into memory, each logical
address finally corresponds to a specific physical address. The
mapping of a logical address to a physical address is called
address binding. Logical addresses allow a program to be
moved around in memory or loaded in different places at
different times. As long as we keep track of where the program
is stored, we are always able to determine the physical address
that corresponds to any given logical address. There are three
techniques:

- single contiguous memory management,

- partition memory management,

- paged memory management.

Single contiguous memory management is the approach to memory
management in which the entire application program is loaded
into one continuous area of memory. Only one program other
than the operating system can be processed at one time. The
advantage of this approach is that it is simple to implement and
manage. However, memory space and CPU time are almost
certainly wasted. It is unlikely that an application program
needs all of the memory not used by the operating system, and
CPU time is wasted when the program has to wait for some
resource.

A more sophisticated approach - partition memory management -
is to have more than one application program in memory at a
time, sharing memory space and CPU time. Thus, memory
must be divided into more than two partitions. There are two
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strategies that can be used to partition memory: fixed partitions
and dynamic partitions. When using fixed partitions, main
memory is divided into a particular number of partitions. The
partitions do not have to be the same size, but their size is fixed
when the operating system initially boots. The OS keeps a table
of addresses at which each partition begins and the length of
the partition.

When using dynamic partitions, the partitions are created to fit
the need of the programs. Main memory is initially viewed as
one large empty partition. As programs are loaded, space is
“carved out”, using only the space needed to accommodate the
program and leaving a new, smaller empty partition, which
may be used by another program later. The OS maintains a
table of partition information, but in dynamic partitions the
address information changes as programs come and go. At any
point in time in both fixed and dynamic partitions, memory is
divided into a set of partitions, some empty and some allocated
to programs.

Which partition should we allocate to a new program? There
are three general approaches to partition selection:

- First fit, in which the program is allocated to the first partition
big enough to hold it

- Best fit, in which the program is allocated to the smallest
partition big enough to hold it

- Worst fit, in which the program is allocated to the largest
partition big enough to hold it.

Worst fit does not make sense to use in fixed partitions because
it would waste the larger partitions. First fit or best fit work for
fixed partitions. But in dynamic partitions, worst fit often works
best because it leaves the largest possible empty partition,
which may accommodate another program later on.

Partition memory management makes efficient use of main
memory by having several programs in memory at one time.
Paged memory management puts much more burden on the
operating system to keep track of allocated memory and to
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resolve addresses. But the benefits gained by this approach are
generally worth the extra effort.

In the paged memory management, main memory is divided
into small fixed-size blocks of storage called frames. A process is
divided into pages that we assume are the same size as a frame.
When a program is to be executed, the pages of the process are
loaded into the various unused frames distributed through
memory. Thus, the pages of a process may be scattered around,
out of order, and mixed among the pages of other processes. To
keep track of all this, the OS maintains a separate page-map
table (PMT) for each process in memory; it maps each page to
the frame in which it is loaded.

The advantage of paging is that a process no longer needs to be
stored contiguously in memory. The ability to divide a process
into pieces changes the challenge of loading a process from
finding one available large chunk of space to finding enough
small chunks.

An important extension to the idea of paged memory
management is the idea of demand paging, which takes
advantage of the fact that not all parts of a program actually
have to be in memory at the same time. At any given instance in
time, the CPU is accessing one page of a process. At that point,
it does not really matter if the other pages of that process are
even in memory.

Process management. Another important resource that an
operating system must manage is the use of the CPU by
individual processes. Processes move through specific states as
they are managed in a computer system. A process enters the
system (the new state), is ready to be executed (the ready state),
is executing (the running state), is waiting for a resource (the
waiting state), or is finished (the terminated state). Note that
many processes may be in the ready state or the waiting state at
the same time, but only one process can be in the running state.
While running, the process might be interrupted by the
operating system to allow another process its chance on CPU.
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In that case, the process simply returns to the ready state. Or, a
running process might request a resource that is not available
or require I/O to retrieve a newly referenced part of the
process, in which case it is moved to the waiting state. A
running process finally gets enough CPU time to complete its
processing and terminate normally. When a waiting process
gets the resource it is waiting for, it moves to the ready state
again.

The OS must manage a large amount of data for each active
process. Usually that data is stored in a data structure called a
process control block (PCB). Generally, each state is represented
by a list of PCBs, one for each process in that state. When a
process moves from one state to another, its corresponding PCB
is moved from one state list to another in the operating system.
A new PCB is created when a process is first created (the new
state) and is kept around until the process terminates.

The PCB stores a variety of information about the process,
including the current value of the program counter, which
indicates which instruction in the process is to be executed next.
As the life cycle indicates, a process may be interrupted many
times during its execution. Interrupts are handled by the
operating system’s kernel. Interrupts may come from either the
computer’s hardware or from the running program. At each
point, its program counter must be stored so that the next time
it gets into the running state it can pick up where it left off.

The PCB also stores the values of all other CPU registers for
that process. These registers contain the values for the currently
executing process (the one in the running state). Each time a
process is moved to the running state, the register values for the
currently running process are stored into its PCB, and the
register values of the new running state are loaded into the
CPU. This exchange of register information, which occurs when
one process is removed from the CPU and another takes its
place, is called a context switch.

PCB also maintains information about CPU scheduling.
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CPU scheduling is the act of determining which process in the
ready state should be moved to the running state. There are two
types of CPU scheduling:

- non-preemptive scheduling, which occurs when the currently
executing process gives up the CPU voluntarily (when a
process switches from the running state to the waiting state, or
when a program terminates);

- preemptive scheduling, which occurs when the operating system
decides to favor another process preempting the currently
executing process.

First-come, first-served CPU scheduling gives priority to the
earliest arriving job. The-shortest-job-next algorithm gives
priority to jobs with short running times. Round-robin
scheduling rotates the CPU among active processes giving a
little time to each.

For many applications, a process needs exclusive access to not
one resource, but several. Suppose, for example, two processes
each want to record a scanned document on a CD. Process A
requests permission to use the scanner and is granted it.
Process B is programmed differently and requests the CD
recorder first and is also granted it. Now A asks for the CD
recorder, but the request is denied until B releases it.
Unfortunately, instead of releasing the CD recorder B asks for
the scanner. At this point both processes are blocked. This
situation is called a deadlock. Deadlocks can occur both on
hardware and software resources.

Features

Multiprocessing

Multiprocessing involves the use of more than one processing
unit, which increases the power of a computer.

Multiprocessing can be either asymmetric or symmetric.
Asymmetric multiprocessing essentially maintains a single
main flow of execution with certain tasks being “handed over”
by the CPU to auxiliary processors.

Symmetric multiprocessing (SMP) has multiple, full-fledged
CPUs, each capable of the full range of operations. The
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processors share the same memory space, which requires that
each processor that accesses a given memory location be able to
retrieve the same value. This coherence of memory is threatened
if one processor is in the midst of a memory access while
another is trying to write data to that same memory location.
This is usually handled by a “locking” mechanism that prevents
two processors from simultaneously accessing the same
location.

A subtler problem occurs with the use by processors of separate
internal memory for storing data that is likely to be needed.
One way to deal with this problem is called bus snooping. Each
CPU includes a controller that monitors the data line for
memory location being used by other CPUs. Alternatively, all
CPUs can be given a single shared cache. While less
complicated, this approach limits the number of CPUs to the
maximum data-handling capacity of the bus.

Larger-scale multiprocessing systems consist of latticelike
arrays of hundreds or even thousands of CPUs, which are
referred to as nodes.

Multiprogramming

In order for a program to take advantage of the ability to run on
multiple CPUs, the operating system must have facilities to
support multiprocessing, and the program must be structured
so that its various tasks are most efficiently distributed among
the CPUs. These separate tasks are generally called threads. A
single program can have many threads, each executing
separately, perhaps on a different CPU, although that is not
required.

The operating system can use a number of approaches to
scheduling the execution of processes or threads. It can simply
assign the next idle (available) CPU to the thread. It can also
give some threads higher priority for access to CPUs, or let a
thread continue to own its CPU until it has been idle for some
specified time.

The use of threads is particularly natural for applications where
a number of activities must be carried on simultaneously.
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Support for multiprogramming and threads can now be found
in versions of most popular programming languages, and some
languages such as Java are explicitly designed to accommodate
it.

Multiprogramming often uses groups or clusters of separate
machines linked by a network. Running software on such
systems involves the use of communication protocols such as
MPI (message-passing interface).

Multitasking

Users of modern operating systems such as Microsoft Windows
are familiar with multitasking, or running several programs at
the same time. Each running program takes turns in using the
PC’s central processor. In early versions of Windows,
multitasking was cooperative, with each program expected to
periodically yield the processor to the Windows so it could be
assigned to the next program in the queue. Modern versions of
Windows (as well as operating systems such as UNIX) use
preemptive multitasking. The operating system assigns a slice
of processing (CPU) time to a program and then switches it to
the next program regardless of what of what might be
happening to the previous program.

Systems with preemptive multitasking often give programs or
tasks different levels of priority that determine how big a slice
of CPU time they will get. Also, the operating system can more
intelligently assign CPU time according to what a given
program is doing.

Even operating systems with preemptive multitasking can
provide facilities that programs can use to communicate their
own sense of their priority. In UNIX systems, this is referred to
as niceness. A nice program gives the operating system
permission to interrupt lengthy calculations so other programs
can have a turn, even if the program’s priority would ordinarily
entitle it to a greater share of the CPU.

Multitasking should be distinguished from two similar-
sounding terms. Multitasking refers to entirely separate
programs taking turns executing on a single CPU.
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Multithreading, on the other hand, refers to separate pieces of
code within a program executing simultaneously but sharing
the program’s common memory space. Finally, multiprocessing
or parallel processing refers to the use of more than one CPU in
a system, with each program or thread having its own CPU.

Notes:

PCB (Process Control Block) - 6;10kx ympasiieHus mporeccopom
(BYII)

PMT ( Page-Map Table) - Tabrmiia cTpasmil

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. As long as we keep track of where the program is
stored, we are always able to determine the physical
address that corresponds to any given logical address.

2. At any point in time in both fixed and dynamic
partitions, memory is divided into a set of partitions,
some empty and some allocated to programs.

3. Paged memory management puts much more burden
on the operating system to keep track of allocated
memory and to resolve addresses.

4. Thus, the pages of a process may be scattered around,
out of order, and mixed among the pages of other
processes.

5. Interrupts may come from either the computer’s
hardware or from the running program.

6. Symmetric multiprocessing (SMP) has multiple, full-
fledged CPUs, each capable of the full range of
operations.
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7. The processors share the same memory space, which
requires that each processor that accesses a given
memory location be able to retrieve the same value.

2. Answer the following questions:

1. Name general functions common to almost every

operating system.

What is memory management used for?

3. Distinguish between a logical address and a physical
address.

4. Name three memory management techniques and
describe them.

5. Distinguish between a fixed partition and a dynamic
partition.

6. What specific states does a process move through as it is
managed by an OS?

7. Define process control block (PCB). What information

does it store?

What is a context switch?

9. There are two types of CPU scheduling. What are they?

10. Distinguish between multitasking, multithreading and
multiprocessing.

N

&

3. Translate into English:

Jmpo - meHTpaslbHAsE YacTh OIIEPALIOHHOM CUCTEMBI,
yIIpaB/IAIoliasi  BBIIIOJIHEHMEM  IIPOLeccoB,  pecypcamm
BBIUMCIIUTEIIBHON CUCTEMBI ¥ IIPeIOCTABIISIOIIAsl ITpOoIleccaMm
KOOPAMHMPOBAHHBIV AOCTYI K 3TUM pecypcaM. OCHOBHBIMM
pecypcaMm  SBJISIIOTCS  IIPOLIECCOPHOe  BpeMs, NaMsATb WU
yCTpoOViCTBa BBOfa-BbiBoAa. JlocTyn K dpavioBom cucteme U
ceTeBOe B3aVIMOJIEVICTBIE TakKXXe MOTYT OBITh peasI30BaHBI Ha
yPpOBHe d1pa.

Kak ocHOBHOV 3j1eMeHT OIlepallMIOHHOW CUCTeMBI, SIpO
IIpeCTaBIIsieT co0OM Hamboslee HU3KMUI YpOBeHb aOCTpaKIum
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VI [AOCTyHa IIPWIOXKEeHUII K pecypcaM BBIUMCIIUTEIEHOM
cuCTeMbl, HeOOXOIMMBIM I MX paboTel. Kak mpaswio, smpo
NpefioCTaByIsseT TaKoW JIOCTYIl WCIIOJIHSIeMBbIM —IIpolleccaM
COOTBETCTBYIOIIMX IPWIOKEHUN 3a C4eT WCIIOJIb30BaHMs
MeXaHWU3MOB MeXITPOIIeCCHOTO B3auMOZEVICTBIS 1 oOpallleHms
OPWIOXKEeHUN K crcTeMHbIM BeizoBam OC.

4. Give the summary of the text using the key terms.

EXAMPLES OF OPERATING SYSTEMS

Read the following words and word combinations and use
them for understanding and translation of the text:

proprietary - naTeHTOBaHHBIVI, YaCTHBIN

command-line driven - ynipassisieMmbIit KOMaHIHOV CTPOKO¥W
to release - BbIITycKaTh

to be targeted at - 6pITH HanIpaBJIEHHBIM Ha

high-end server - cepBep BBICOKOro Kjacca, JIMAMPYIOIII
cepBep

to evolve - pasBuBaThCs

incrementally - mocrenenHo, mosranHo

along with - Hapsmy ¢

robust - HaJIe>XHBIVI, YyCTOMYMBBIN K OIIMOKaM

to enhance - moBpIIIaTh, yCM/IMBATh. COBEPIIIeHCTBOBATH
consistent - mocs1enoBaTeILHBIN, COBMECTHUMBIV

learning curve - KpuBasg oOydeHus, pacipenesieHue
CJI0KHOCTH

elaborate - c;10>kHBIVI, TIIIATeJILHO pa3pabOTaHHBIN
versatility - MHOTOCTOpOHHOCTB, ITMOKOCTH

to overshadow - 3aTmeBaTh

progeny - MOTOMOK, pe3yJIbTaT

to spring from - Bo3HMKaTH

maverick - MMeromMi1 He3aBUCHMOe MHeHe

viable - >KM3HecII0COOHBIVI, peasIbHBIN
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Microsoft Windows

Often simply called Windows, Microsoft Windows is a family
of proprietary operating systems. Windows PCs run Intel or
Intel-compatible microprocessors and use IBM-compatible
hardware architecture. It originated in 1981 as an add-on to the
older MS-DOS operating system for the IBM PC, which was
command-line driven. Released in 1985 (Windows 1.0),
Microsoft struggled to improve Windows through the rest of
the 1980s.

Windows called NT (New Technology) was first released in
1993. NT, which progressed through several versions, was
targeted at the high-end server market, while the consumer
version of Windows continued to evolve incrementally as
Windows 95 and Windows 98 (released in those respective
years). These versions included improved support for
networking (including TCP/IP, the Internet standard) and a
feature called “plug and play” that allowed automatic
installation of drivers for new hardware.

Toward the end of the century, Microsoft began to merge the
consumer and server versions of Windows. Windows 2000
incorporated some NT features and provided somewhat greater
security and stability for consumers. With Windows XP,
released in 2001, the separate consumer and NT versions of
Windows disappeared entirely, to be replaced by home and
“professional” versions of XP.

Windows XP supports multiple operating environments and
symmetric multiprocessing. The use of kernel objects to provide
basic services, along with support for client-server computing,
enables Windows XP to support a wide variety of application
environments. It provides virtual memory, integrated caching,
and preemptive scheduling. Windows XP supports a security
model stronger than those of previous Microsoft operating
systems and includes internationalization features.

Introduced in early 2007, Microsoft Windows Vista includes a
number of new features, including a 3D user interface (“Aero”),
easier and more robust networking, built-in multimedia
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capabilities (such as photo management and DVD authoring),
improved file navigation and desktop search. Perhaps the most
important feature is enhanced security, including User Account
Control, which halts suspect programs and requests permission
for them to continue.

Windows 7 was released to manufacturing on July 22, 2009.
Unlike its predecessor, Windows 7 was intended to be a more
focused, incremental upgrade to the Windows line.
Presentations given by Microsoft in 2008 focused on multi-
touch support, a redesigned Windows Shell with a new taskbar,
referred to as the Superbar, a home networking system called
HomeGroup and performance improvements.

Windows 8, which was released to manufacturing on August 1,
2012, introduced major changes to the operating system’s
platform and user interface to improve its user experience on
tablets, where Windows was now competing with mobile
operating systems. These changes included a touch-optimized
Windows shell, the Start screen (which displays programs and
dynamically updated content on a grid of tiles), a new platform
for developing apps with an emphasis on a touchscreen input,
integration with Microsoft SmartScreen phishing filtering
service.

From the user’s point of view, Windows is a way to control and
view what is going on with the computer. The user interface
consists of a standard set of objects (windows, menus, buttons
sliders, and so on) that behave in generally consistent way. This
consistency reduces the learning curve for mastering a new
application.

Windows includes a number of features designed to make it
easier for users to control their PC. Most settings can be
specified through windows called dialog boxes, which include
buttons, check boxes or other controls.

From the programmer’s point of view, Windows is a
multitasked, event-driven environment. Responsible programs
allocate no more memory than they need, and release memory
as soon as it is no longer needed. If the pool of free memory
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becomes too low, Windows starts swapping the least recently
used segments of memory to the hard drive. This scheme,
called virtual memory, allows a PC to run more and larger
programs than would otherwise be possible.

While Windows still remains the dominant PC operating
system with tens of thousands of applications and at least
several hundred million users around the world, it is likely that
the PC operating systems of 2020 will be as different from
today’s Windows as the latter is from the MSDOS of the early
1980s

UNIX/Linux

By the 1970s, time-sharing computer systems were in use at
many universities and engineering and research organizations.
Such systems required a new kind of operating system that
could manage the resources for each user as well as the running
of multiple programs. An elaborate project called MULTICS
had been begun in the 1960s in an attempt to create such an
operating system. However, as the project began to bog down,
two of its participants, Ken Thompson and Dennis Ritchie
decided to create a simple, more practical operating system for
their PDP-7. The result would become UNIX.

The essential core of the UNIX system is the kernel, which
provides facilities to organize and access files, move data to and
from devices, and control the running of programs. In
designing UNIX, Thompson deliberately kept the kernel small,
noting that he wanted maximum flexibility for users.

A UNIX system typically has many users, each of whom may
be running a number of programs. The interface that processes
user commands is called the shell. It is important to note that in
UNIX a shell is just another program, so there can be (and are)
many different shells reflecting varying tastes and purposes.
Traditional UNIX shells include the Bourne shell (sh), C shell
(csh), and Korn shell (ksh). Modern UNIX systems can also
have graphical user interfaces similar to those found on
Windows and Macintosh personal computers.
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The versatility of UNIX quickly made it the operating system of
choice for many most campuses and laboratories, as well as for
many software developers.

Although UNIX has been somewhat overshadowed by its
Linux progeny, a variety of open-source versions of traditional
UNIX systems have become available. In 2005 Sun
Microsystems released OpenSolaris (based on UNIX system V).
There is also OpenBSD, derived from the UC Berkeley Software
Distribution (but with stronger security features) and available
for most major platforms. Finally, the continuing influence of
UNIX can also be seen in the current generation of operating
systems for Apple Macintosh (OS X).

LINUX is an increasingly popular alternative to proprietary
operating systems. Its development sprang from two sources.
First was the creation of open-source versions of UNIX utilities
by maverick programmer Richard Stallman as part of the GNU
project during the 1980s. Starting in 1991, another creative
programmer, Linus Torvalds, began to release open-source
versions of the UNIX kernel. The combination of the kernel and
utilities became known as Linux (a combination of Linus and
UNIX).

As an open-source product, LINUX is continually being
developed by a community of thousands of loosely organized
programmers.

LINUX is very versatile and probably runs on more kinds of
devices than any other operating system. These include
supercomputer clusters, Web and file servers, desktops
(including PCs designed for Windows and Macs), laptops,
PDAs, and even a few smart phones.

A Linux distribution such as UBUNTU is now a viable
alternative to Windows unless one has to use certain programs
that do not have Linux versions. However, such options as
dual-booting, emulation, or virtual machines offer the ability to
use both LINUX and Windows on the same machine.
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0OS X

Jaguar, panther, tiger, and leopard - these and other names of
sleek big cats represent versions of Apple’s Macintosh
operating system, OS X (pronounced “OS 10”). Unlike the
previous Mac OS, OS X, while broadly maintaining Apple’s
user interface style, is based on a version of UNIX called
OpenStep developed by NeXT starting in the 1980s.

At the core of OS X is a free and open-source version of UNIX
called ‘Darwin”, with a kernel XNU. On top of this Apple built
a distinctive and subtly colorful user interface called Aqua and
a new version of the Macintosh Finder file and program
management system.

OS X introduced a number of new capabilities to provide a
more stable and reliable platform than its predecessor, Mac OS
9. For example, pre-emptive multitasking and memory
protection improved the system’s ability to run multiple
applications simultaneously without them interrupting or
corrupting each other.

Notes:

TCP/IP - Transmission Control Protocol/Internet Protocol -
Habop ceTeBBbIX IIPOTOKOJIOB ITepeiayunt JTaHHBIX

“Plug and Play” - npyHumn « nogxmoun 1 padboTai»

User Account Control - KoHTponb yueTHOM 3amucu
I10JIb30BATENIS

Superbar - «cyneprnanesns» 3agad B Windows?7

Phishing - (ot fishing-peiOHast j10BIs, BBEIy>XMBaHVE)- BUL
VIHTepHET-MOIIIeHHNYeCTBa,  IIeJIbBI0  KOTOPOrO  SIBJISIeTCS
HojydyeHue [OCTyHa K KOHPWUOEHUMaJIbHBIM [IaHHBIM
H10JIb30BaTesIe - JIOTVHaM U IIapOJIsAM.

PDP-7 - MuHUKOMIIBIOTEp, mpowmsBoausimiics —Digital
Equipment Corporation (1965r.)

OpenBSD (Berkeley Software Distribution) - cBoboxgHas
MHOTOIUIaT(POpMeHHas ollepaliOHHas CycTeMa, OCHOBaHHas
Ha BSD- peamsanm UNIX-cucremsr
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GNU - pexypcuBHOe cokpartiere ¢dppasel “GNU is Not UNIX”-
cBOOOIHa olleparioHHas cucteMa Trma UNIX

PDA - Personal Digital Assistant- kapMaHHBIVI TTepCOHAILHBIN
kommbioTep (KIIK)

UBUNTU - (ot 3ys1y ubuntu -“gentoBeqsocTs”)- oneparioHHast
cmucteMa, ocHoBaHHas Ha Debian GNU/Linux.

XNU - akponmm anmi. “X is Not UNIX”- ganpo oneparimmoHHbIX
cucreM, ncnonb3yemoe B OC cemerictBa OS X

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1.

2.

Toward the end of the century, Microsoft began to
merge the consumer and server versions of Windows.
Unlike its predecessor Windows7 was intended to be a
more focused, incremental upgrade to the Windows
line.

This consistency reduces the learning curve for
mastering a new application.

This scheme, called virtual memory, allows a PC to run
more and larger programs than would otherwise be
possible.

It is likely that the PC operating systems of 2020 will be
as different from today’s Windows as the latter is from
the MSDOS of the early 1980s.

Although UNIX has been somewhat overshadowed by
its Linux progeny, a variety of open-source versions of
traditional UNIX systems have become available
On_top of this Apple built a distinctive and subtly
colorful user interface called Aqua and a new version of
the Macintosh Finder file and program management
system.
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2. Answer the following questions:

1. What architecture do Windows PCs use?

2. What does a feature “plug and play” mean?

3. What did home and “professional” versions of

Windows XP replace?

Name the changes introduced by Windows 8.

5. Describe Windows from the wuser's and the

programmer’s points of view.

Name the main features of UNIX.

7. LINUX is an open-source product. What does this
mean?

8. What capabilities did OS X introduce?

L

*

3. Translate into English:

OrneparyonHasi crcTeMa - 3TO KOMIUIEKC B3aVIMOCBSI3aHHBIX
CUCTeMHBIX IIpOrpaMM, HasHadeHue KOTOpPOro - IoMoraThb
B3aVIMOMEVICTBMIO  IIOJIb30BaTe/lsi € KOMIIBIOTEpOM U
BBITIOJIHEHUIO BeeX JIpyrux Iporpamm. OnepanyonHas cuctemMa
BBICTYITa€T KaK CBA3yIOIllee 3BEHO MeXy armaparypon
KOMITbIOTEPa W BBIIIOJIIHAEMBIMIM IIpOI'paMMaMil C OIHOM
CTOPOHBI, @ TaKXXe MOJIb30BaTeJIEM C [IPYTOV CTOPOHBI.

OrnepanIOHHYIO CHICTEMy MOXXHO Ha3BaThb IPOrPaMMHBIM
OPOIO/DKEHVIEM YCTPOVICTBA YITPABIIEHSI KOMIILIOTEPOM.

OnepanyioHHast cucTeMa CKPbIBaeT OT  IIOJIb30BaTeJIsd
CJIOKHBIE  HeHYXXHble IOApPOOHOCTM  B3aVIMOJEVICTBUS  C
ammaparypoit. B pesysbraTe 3TOr0 Jmogm ocBoOOXOAIOTCS OT
OueHb TPYJ0eMKOV pabOTHI 10 OpraHM3alVy B3aVIMOEVICTBIS
C armrrapaTypov KOMIIboTepa.

1 yIipaBiieHMst BHEITHVIMM yCTPOVICTBAaMIM KOMIIBIOTepa
VICTIOJIB3YIOTCS crieriaJbHbIe pOorpaMMBbI-IpariBephl.
[ pariBepsl CTaHIAPTHBIX YCTPOVICTB 00pa3yIOT B COBOKYITHOCTV
6a30ByI0 CcrCTeMy BBOfIa-BBIBOJIa, KOTOpas OOBIYHO 3aHOCUTCH B
rocrosiHHOoe 3Y KoMITbloTepa.
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B  pasiuHBIX MOmeIsSX  KOMIIBIOTEpPA  VCIIOJNIB3YIOT
olepalioHHble ~CHUCTeMBl C PasHOW apXUTEKTYypoul WU
BO3MOXXHOCTSIMI. /17151 11X paboThI TpeOyroTCcs pasHble PecypChl.

OrnepariioHHasl CrCTeMa OOBIYHO XPaHWUTCS BO BHEIITHEN
IaMsATM KOMIIbIOTepa - Ha pAucke. [lpm BrIoueHUn
KOMITBIOTEpPAa OHA CUMTBHIBAETCS C [AMCKOBOV IaMATU U
pasmemaerca B O3Y. DTOT mporiecc HasbIBaeTCsl 3arpy3Kovt
OllepallViOHHOW CHUCTeMbl. AHajM3 ¥ WCIO/IHeHMe KOMaH/
HoJIb30BaTesIsd, BKIIIOYas 3arpy3Ky TOTOBBIX IIpOrpaMM W3
darIoB B oIlepallIOHHYIO HaMSTh M MX 3allyCK, OCYIIeCcTB/IseT
KOMaH/IHBIVI ITPOLIECCOP OIEePAIIVIOHHOV CHICTEMBI.

B dpyHK1IMM OnIepaltoHHOV CHICTEMBI BXOUT:

- OCylllecTBJIeHMe [I1ajiora ¢ IoJIb30BaTeseM;

- BBOJ-BBIBOJL 1 YIIpaBJ/IeHNe TaHHbIMIL;

- IUIaHMpOBaHMe ¥  OpraHM3alMs  Ipoliecca
00paboTkm mporpamm;

- pacimpepesieHMe pecypcoB (orepaTvBHOV HaMSTU U
K3Illa, mporieccopa, BHEIITHVIX YCTPOVICTB);

- 3aIlyCK IIporpaMM Ha BBIIIOJIHEHWE;

- BCEBO3MOXHBIE  BCIIOMOTaTeIbHblE  OIleparim
o0CITy XMBaHMS;

- mepemadya MHPOPMAIMM MeEXIy pasIMIHBIMU
BHYTPEHHVIMW YCTPOVICTBAMI;

- IIporpaMMHas Hofjep>kKa paboTel eprdepuUitHbIX
YCTPOWCTB  (OMCIUIesi, KIaBUaTyphl, JVCKOBBIX
HaKOIINTeJIeVl, IPVHTEPOB 1 Ip.)

4. Give the summary of the text using the key terms.

Topics for essays (you might need additional information):
e Thekermel concept.
o Types of operating systems.
e Advantages and disadvantages of any modem operating system (on
your choice).
e Operating systems: the reasons of gaining in popularity and fading;
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INTERNET

Read the following words and word combinations and use
them for understanding and translation of the text:

to route data to - HampaBJIATH TaHHBIE B...

physical means - ¢msiraeckne cpencrsa

to dispatch - oripaBiATE

wireless or satellite transmission - OecripoBomHBIE WM
CIIyTHUKOBBIE CBSI3U

to trace to... - mpocieanTe

key military computers - o0cHOBHbIe BOeHHbIe KOMITBIOTEPBI
redundancy - M30bITOYHOCTH

impetus - TOJT9OK, MMITYJIbC

to bring into consciousness - mpmBecTM K 0CO3HAHWUIO
medium (pl. media) - cpeacTBoO, cr1I0c06

ancestral- Hac/IenCcTBeHHBIN

vulnerability - ys13BuMocTh

mascot - TaJimcmMaH

versatile - pasHOCTOpOHHMI

flexibility - ru6kocTh

to enhance - moBBICUTH

to spread (spread, spread) - pactipocTpaHATBCS

to be spurred by... - ObITH BEI3BAHHBIM

destination - myHKT Ha3HaveHMsI

sophisticated - cr10>xHBII

to evolve - pasBuBaThCs

ubiquity - moBcemecTHOCTB

to subsume - BK/II0YaTh B KaKyI0-JI. KATETOPWIO

to proliferate - pacmpocTpaHATBHCs

The Internet is the worldwide network of all computers (or
networks of computers) that communicate using a particular
protocol for routing data from one computer to another. As
long as the programs they run follow the rules of the protocol,
the computers can be connected by a variety of physical means

117



including ordinary and special phone lines, cable, fiber optics,
and even wireless or satellite transmission.

History and Development

The Internet’s origins can be traced to a project sponsored by
the U.S. Defense Department. Its purpose was to find a way to
connect key military computers (such as those controlling air
defense radar and interceptor systems). Such a system required
a great deal of redundancy, routing communications around
installations that had been destroyed by enemy nuclear
weapons. The solution was to break data up into individually
addressed packets that could be dispatched by routing software
that could find whatever route to the destination was viable or
most efficient. At the destination, packets would be
reassembled into messages or data files.

By the early 1970s, a number of research institutions including
the pioneer networking firm Bolt Beranek and Newman (BBN),
Stanford Research Institute (SRI), Carnegie-Mellon University,
and the University of California at Berkeley were connected to
the government-funded and administered ARPANET (named
for the Defense Department’s Advanced Research Projects
Agency). Gradually, as use of the ARPANET’s protocol spread,
gateways were created to connect it to other networks such as
the National Science Foundation’s NSFnet. The growth of the
network was also spurred by the creation of useful applications
including e-mail and Usenet, a sort of bulletin-board service.
Meanwhile, a completely different world of online networking
arose during the 1980s in the form of local bulletin boards, often
connected using a store-and-forward system called FidoNet,
and proprietary online services such as CompuServe and
America On-line. At first there were few connections between
these networks and the ARPANET, which had evolved into a
general-purpose network for the academic community under
the rubric of NSFnet. (It was possible to send e-mail between
some networks using special gateways, but a number of
different kinds of address syntax had to be used.)
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In the 1990s, the NSFnet was essentially privatized, passing
from government administration to a corporation that assigned
domain names. However, the impetus that brought the Internet
into the daily consciousness of more and more people was the
development of the World Wide Web by Tim Berners-Lee at the
European particle research laboratory, CERN. With a standard
way to display and link text (and the addition of graphics and
multimedia by the mid-1990s), the Web is the Internet as far as
most users are concerned. What had been a network for
academics and adventurous professionals became a mainstream
medium by the end of the decade.

Applications

A number of applications are (or have been) important
contributors to the utility and popularity of the Internet.

* E-mail was one of the earliest applications on the ancestral
ARPANET and remains the single most popular Internet
application. Standard e-mail using SmTP (Simple mail Transfer
Protocol) has been implemented for virtually every platform
and operating system. In most cases once a user has entered a
person’s e-mail address into the “address book,” e-mail can be
sent with a few clicks of the mouse. While failure of the
outgoing or destination mail server can still block transmission
of a message, e-mail today has a high degree of reliability.

* Netnews (also called Usenet, for UNIX User Net- work) is in
effect the world’s largest computer bulletin board. It began in
1979, when Duke University and the University of North
Carolina set up a simple mechanism for “posting” text files that
could be read by other users. Today there are tens of thousands
of topical “newsgroups” and millions of messages (called
articles). Although still impressive in its quantity of content,
many Web users now rely more on discussion forums based on
Web pages.

* Ftp (File Transport Protocol) enables the transfer of one or
more files between any two machines connected to the Internet.
This method of file transfer has been largely supplanted by the

119



use of download links on Web pages, except for high-volume
applications (where an ftp server is often operated “behind the
scenes” of a Web link). FTP is also used by Web developers to
upload files to a Web site.

* Telnet is another fundamental service that brought the
Internet much of its early utility. Telnet allows a user at one
computer to log into another machine and run a program there.
This provided an early means for users at PCs or workstations
to, for example, access the Library of Congress catalog online.
However, if program and file permissions are not set properly
on the “host” system, “telnet” can cause security vulnerabilities.
The telnet user is also vulnerable to having IDs and passwords
stolen, since these are transmitted as clear (unencrypted) text.
As a result, some online sites that once supported telnet access
now limit access to Web-based forms.

* Gopher was developed at the University of Minnesota and
named for its mascot. Gopher is a system of servers that
organize documents or other files through a hierarchy of menus
that can be browsed by the remote user. Gopher became very
popular in the late 1980s, only to be almost completely
supplanted by the more versatile World Wide Web.

* WAIS (Wide Area Information Service) is a gateway that
allows databases to be searched over the Internet. WAIS
provided a relatively easy way to bring large data resources
online. It, too, has largely been replaced by Web-based database
services.

* The World Wide Web as mentioned above is now the main
means for displaying and transferring information of all kinds
over the Internet. Its flexibility, relative ease of use, and
ubiquity (with Web browsers available for virtually all
platforms) has caused it to subsume earlier services. The utility
of the Web has been further enhanced by the development of
many search engines that vary in thoroughness and
sophistication.

* Streaming media protocols allow for a flow of video and/or
audio content to users. Player applications for Windows and
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other operating systems, and growing use of high-speed
consumer Internet connections have made it possible to present
“live” TV and radio shows over the Internet.

* E-commerce, having boomed in the late 1990s and in the early
2000s, continued to grow and proliferate later in the decade,
finding new markets and applications and spreading into the
developing world

* Blogs and other forms of online writing have become
prevalent among people ranging from elementary school
students to corporate CEOs.

* Social networking sites such as mySpace and Facebook are
also very popular, particularly among young people.

* Wikis have become an important way to share and build on
knowledge bases .

Notes:

USA Defense Department - Munwncrepctso o6oponst CIITA
Interceptor system - cuicreMa HaBemeHV IIepexBaTINKOB
Usenet -amepukaHcKkniI KaOeJIbHBIN TeleKaHaJl, 3aITyIIeHHBIN
B 1971r.

Fido Net - MexnmyHapomgHasi MOOWIbHas KOMIIBIOTepHasl CeTb,
IIOCTPOEHHAs 10 TEXHOJIOTMN «¥A3 TOUKM B TOUKY».

Bulletin board - s51ekTpoHHast JocKa 00bSBIIEHN

IDs - cucTema oOHapy>XMBaHVSI BTOPKEHU

A mainstream medium (MSM) - KpymnHemime cpecTBa
MaccoBoOV MHMOpMaIum

Congress catalog online - oHIamH [OCTYI K KaTajlory
Bbubmmorexn Konrpecca CIIIA.

CEO (Chief Executive Officer) - 11CIIOTHUTEIBHBIN IVPEKTOP.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:
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1. The Internet’s origins can be traced to a project
sponsored by the U.S. Defense Department.

2. The solution was to break data up into individually
addressed packets that could be dispatched by routing
software that could find whatever route to the
destination was viable or most efficient.

3. Meanwhile, a completely different world of online net-
working arose during the 1980s in the form of local
bulletin boards, often connected using a store-and-
forward system called FidoNet.

4. In most cases once a user has entered a person’s e-mail
address into the “address book,” e-mail can be sent with
a few clicks of the mouse.

5. While failure of the outgoing or destination mail server
can still block transmission of a message, e-mail today
has a high degree of reliability.

6. Gopher was developed at the University of Minnesota
and named for its mascot.

7. Gopher became very popular in the late 1980s, only to
be almost completely supplanted by the more versatile
World Wide Web.

8. As long as the programs they run follow the rules of the
protocol, the computers can be connected by a variety of
physical means including ordinary and special phone
lines, cable, and fiber optics.

9. What had been a network for academics and
adventurous professionals became a mainstream
medium by the end of the decade.

2. Answer the following questions:

1. What definition can you give to the “Internet”?

2. What was the origin of the Internet?

3. What brought the Internet to the daily life of ordinary
people?
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4. What are the general applications of the Internet?
5. How do you see the prospects of the Internet?

3. Translate into English:

Ceoum mnosiBiieHueM VIHTepHeT o00si3aH MuHMUCTEPCTBY
oboponbr CHIA u1 ceKpeTHBIM WCCIIeIOBaHMAM, KOTOpbIe
nposogwinch B 1969 romy c 11e/1plo IIpOTeCTUpPOBaTh MeTOIIbI
coXpaHeHMsI  KOMIIBIOTEpPHBIX  CeTell ~ HIpu  IIOMOIIN
AMHAMUYeCcKOl  IlepeMapUIpyTu3alluy — COODIIeHUI  Ipu
BOEHHBIX feVicTBusiX. Ilepomm B cBoeM pope Oblla ceTh
ARPAnet, xotopast obobenuamwiIa B Kammmdopuun tpu cetn mo
Habopy mpaBwi, KoTopele OpUIM HasBaHbl InternetProtocol
(coxpamenHo IP v VHTEpHET-TIPOTOKOIIOM).

Hanee, B 1972 rTomy mocTym OBUI  OTKPBIT IS
VicCiIeloBaTe/IbCKMX OpraHM3allMil M YHUBEPCUTETOB, IIOCIIe
3TOro ceTb cMmoria ooweagnmuuts 50 wcoIemoBaTeIbCcKmX
opraHM3aLuil ¥ YHUBEPCUTETOB, KOTOPBIe VIMeIVt KOHTPAKThI C
MuamcrepcrBoM 060pors! CIIA.

3ateM, B 1973 Tromy ceTb cMOITIa BBIpACTM IO
MeXIyHapOIHBIX MacIITaboB, IOTOMY YTO OObedMHsUIa CeTH,
KoTopble Haxomwmichk B Hopservt i Aurvmn. 10 et ciycra IP
CTaJI pacIIMPSITECA PV IIOMOIIY Habopa KOMMYHMKAIIMIOHHBIX
IIPOTOKOJIOB, KOTOPBIe MMeJIV IIOIIePKKY KaK JIOKaJIbHBIX, TaK
u miobasibHBIX ceTeir. Takum oOpasoM, IOsIBWICSA Ha CBeT
TCP/IP. B ckopoM BpemeHM Iociie 3Tmx cobbitiis, NSF
(National Science Foundation) otkpruia NSFnet, ee mnesnsio
SBJISUIOCh CBSI3Ka MSITM  CyIIepKOMIIbIOTepHBbIX IleHTpoB. C
BHenpeHneM Iipotokosla TCP/IP cerp NSFnet B ckopom
BpeMeH cMmomia 3amMeHUTh ARPAnet B kauecTBe «xpeOTa»
(backbone) cetu MaTepHETA

4. Give the summary of the text using the key terms.
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E-MAIL

Read the following words and word combinations and use
them for understanding and translation of the text:

ubiquitous - ToBceMeCTHBI

accessible - mocTymHBII

routinely - 06bI9HO

enticing attachment -3amaHuMBOe MpMIIOKeHME

mischief - Bpen

revenue - JOXOJ,

annoyance - pasgpakeHne

impact - ynap, ToJT90K, MMITYJIbC, BO3JIEVICTBIE

to eliminate - ycTrpaHATH, MCK/IIOUATH

competing standard - KoHKypupyOIINit cTaHTAPT

to establish - BHenpsTH, ycTaHaBIMBaATH

security  vulnerabilities -  ys3BuMBIe TOUKM 1A
0e30I1acHOCTV CHCTEMBI

extension - pacipenmne, paciipocTpaHeH e
consumer-oriented - opreHTMPOBaHHBIN Ha IIOTPeOUTE I

Electronic mail is perhaps the most ubiquitous computer
application in use today. E-mail can be defined as sending of a
message to one or more individuals via a computer connection.

The simplest form of e-mail began in the 1960s as a way that
users on a time-sharing computer system could post and read
messages. The messages consisted of a text in a file that was
accessible to all users. A user could simply log into the e-mail
system, open the file, and look for messages. In 1971, however,
the ARPANET (ancestor of the Internet) was used by
researchers at Bolt Beranek and Newman (BBN) to send
messages from a user at one computer to a user at another. As
e-mail use increased and new features were developed, the
question of a standardized protocol for messages became more
important. By the mid-1980s, the world of e-mail was rather
fragmented, much like the situation in the early history of the
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telephone, where users often had to choose between two or
more incompatible systems. ARPANET (or Internet) users used
SmTP (Simple mail Transfer Protocol) while a competing
standard (OSI mHS, or message Handling System) also had its
supporters. Meanwhile, the development of consumer-oriented
online services such as CompuServe and America Online
threatened a further balkanization of e-mail access, though
systems called gateways were developed to transport messages
from one system to another. By the mid-1990s, however, the
nearly universal adoption of the Internet and its TCP/IP
protocol had established SmTP and the ubiquitous Sendmail
mail transport program as a uniform infrastructure for e-mail.
The extension of the Internet protocol to the creation of
intranets has largely eliminated the use of proprietary corporate
e-mail systems.

Instead, companies such as Microsoft and Google compete to
offer full-featured e-mail programs that include group-oriented
features such as task lists and scheduling.

The integration of e-mail with HTmL for Web-style formatting
and mImE (for attaching graphics and multimedia files) has
greatly increased the richness and utility of the e-mail
experience. E-mail is now routinely used within organizations
to distribute documents and other resources.

However, the addition of capabilities has also opened security
vulnerabilities. For example, Microsoft Windows and the
popular Microsoft Outlook e-mail client together provide the
ability to run programs (scripts) directly from attachments (files
associated with e-mail messages). This means that it is easy to
create a virus program that will run when an enticing-looking
attachment is opened. The virus can then find the user’s
mailbox and mail copies of itself to the people found there. E-
mail has thus replaced the floppy disk as the preferred medium
for such mischief. Beyond security issues, e-mail is having
considerable social and economic impact. E-mail has largely
replaced postal mail (and even long-distance phone calls) as a
way for friends and relatives to keep in touch. As more
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companies begin to use e-mail for providing routine bills and
statements, government-run postal systems are seeing their
first-class mail revenue drop considerably. Despite the risk of
viruses or deception and the annoyance of electronic junk mail,
e-mail has become as much a part of our way of life as the
automobile and the telephone.

Notes:

OSI - Open System Interconnection - GasoBas 3TajloHHas
MO/IeJIb

SmTP - Simple mail Transfer Protocol mpocrom mpoTokos
repeaydm ouThl

Sendmail - ogyH 13 cTapenIx areHTOB Ieperadn

HTmL - HyperText Markup Language - ctangapTHBIVI SI3BIK
Ppa3sMeTKV JOKYMEHTOB BO BCeMUPHOV Iay TVHe

mImE - Multipurpose Internet Mail Extensions - MHOrO11€/1€BBIE
pacipenyis UHTepHeT-II0YThI

balkanization - paszesieHVie MHOTOHAIMIOHAJIBHBIX FOCYIapCTB
Ha Oosiee MeJIKVe CyObeKThI

Via - (j1at.) uepes

Time-sharing -«pasgenenve BpeMeHW» -  COBMeCTHOe
VICIIOJIb30BaHMe BBIYMCIIUTEIIBHOIO pecypca

Spam - an electronic junk mail

Assignments.

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1. E-mail can be defined as the sending of a message to one
or more individuals via a computer connection.

2. By the mid-1980s, the world of e-mail was rather
fragmented, much like the situation in the early history
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of the telephone, where users often had to choose
between two or more incompatible systems.

3. ARPANET (or Internet) users used SmTP (Simple mail
Transfer Protocol) while a competing standard (OSI
mHS, or message Handling System) also had its
supporters.

4. Meanwhile, the development of consumer-oriented
online services such as CompuServe and America
Online.

5. Despite the risk of viruses or deception and the
annoyance of electronic junk mail, e-mail has become as
much a part of our way of life as the automobile and the
telephone.

2. Answer the following questions.

—

What was the beginning of e-mail?

2. Why did the need for standardized protocol for
messages become vital?

3. What happened to the extension of the Internet
protocol?

4. What are security vulnerabilities of e-mail use?

5. How can you describe the social and economic impact

of e-mail?

3. Translate into English:

B coBpemeHHOM Mupe KaXmgoMmy 4esIoBeKy HeoOXOmmMmo
3HaTh, UTO Takoe e-mail M mMeTb cBOMI coOctBeHHBIN. [Tpm
3HAKOMCTBE C HOBBIMM JIFOJIEMM, Ha [IeJIOBBIX IIe€peroBopax vin
IIPOCTO, BCTPETMBIINCH CO CTapbIM IIPUSTEIIeM, Bac MOTYT
IOIIPOCUTB OCTaBUTE cBOM e-mail. Kpome Toro, B camort cetn Ha
MHOIIX caliTax IIPU pervcTpanmy TpedyIoT yKas3bBaTh e-mail.
Vrak, e-mail - 3TO azpec 371eKTPOHHOV IIOYTHI OT aHIJIMIICKOIO
"electronic mail". Econ y desioBeka B ceTm ecTh cBow e-mail
agpec  (BBIVIIAMT KaK HaOOp  CUMMBOJIOB,  HaIIpUMep,
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ivanov@yandex.ru), oH MOXeT [aBaTb €r0 APYIMM JIOISIM
TOYHO TaK >Xe, KaK CBOVI AOMAIIHWI aapec IS OOBIYHBIX
mcem. Ho 11 Bxoma B CBOIO 3JIEKTPOHHYIO IIOUTY HYXXeH
YHUKaJIbHBIVI I1apoJib, KOTOPbIM OyieTe oOiajmaTh JIUIIb BB,
CJIOBHO KJIIOUM OT KBapTUpBL Afpec 3HAIOT 3HAKOMBble WU
IOpy3bd, a KIOYM (Iapoiib) ecTh TOJIbKO y Bac. To ecTr Barry
IIePeNCKY C APy3bsIMU 10 MHTEPHETY HUKTO KpOMe Bac BUIETh
He CMOXeT, eCJI BBl He JafguTe HMUKOMY CBOM Imapoib. ITo
3JIEKTPOHHOV IT0YTe MOXHO IIepefaBaTh APYT APYTy He TOIBKO
TeKCTOBble COOOIIIeHNs], HO 1 KapTUHKM, PoTorpadmm, My3bIKY,
TaOIMIIBI V1 ApyTHe (paruIsl mo0oro popmara.

4. Give the summary of the text using the key terms.

WORLD WIDE WEB

Read the following words and word combinations and use
them for understanding and translation of the text:

to retrieve - BoccraHaB/IMBaTh, M3BJIeKaTh
to overshadow - 3aTmeBaTh

to dispense - pacnipenessiTh, pa3gaBaTb
auction - ayKnmoH

to emerge - MOABIATHCSA, IPOSIBIIATHCS
remote, distant - ornasIeHHBIN

highlighted links - BeImes1IeHHBIE CCBUIKM
to handle with - o6pamareca ¢ yem-To, TpaKTOBaTH
burgeon - pocToK, mo4ka

entrepreneur - npegIpMHMMATEIH
estimate - oreHka

to improve - yay4mars

profitability - mpuOGsLIBHOCTE, TOXOTHOCTD
community - coo01ecTBO, 00BbeTVHEHVIE
resilient - 3;TacTMIHBIN, )XM3HEPaTIOCTHBI
to constrain - BEIHY>KIaTh, CI€p>KMBATh
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adaptable - mrerko npucnocoG IsArOIIMVICS
challenge - 3amauga, npo6s1ema, BEI3OB
to redefine - mepeonpenennTh

By the beginning of the 1990s, the Internet had become well
established as a means of communication between relatively
advanced computer users, particularly scientists, engineers, and
computer science students—primarily using UNIX-based
systems. A number of services used the Internet protocol to
carry messages or data. These included e-mail, file transfer
protocol and newsgroups.

A Wide Area Information Service (WAIS) even provided a
protocol for users to retrieve information from databases on
remote hosts. Another interesting service, Gopher, was
developed at the University of Minnesota in 1991. It used a
system of nested menus to organize documents at host sites so
they could be browsed and retrieved by remote users. Gopher
was quite popular for a few years, but it was soon
overshadowed by a rather different kind of networked
information service.

A physicist/programmer working at CERN, the European
particle physics laboratory in Switzerland, devised in 1989 a
system that he eventually called the World Wide Web
(sometimes called WWW or W3). By 1990, he was running a
prototype system and demonstrating it for CERN researchers
and a few outside participants.

The Web consists essentially of three parts. Berners-Lee devised
a markup language: that is, a system for indicating document
elements (such as headers), text characteristics, and so on. Any
document could be linked to another by specifying that
document’s unique address (called a Uniform Resource Locator
or URL) in a request. Berners-Lee defined the HyperText
Transport Protocol, or HTTP, to handle the details needed to
retrieve documents. (Although HTTP is most often used to
retrieve HTmL-formatted Web documents, it can also be used
to specify documents using other protocols, such as ftp, news,
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or gopher.) A program responds to requests for documents sent
over the network (usually the Internet, that is, TCP/IP). The
requests are issued by a client program as a result of the user
clicking on highlighted links or buttons or specifying addresses.
The browser in turn interprets the HTmL codes on the page to
display it correctly on the user’s screen.

At first the Web had only text documents. However, thanks to
Berners-Lee’s flexible design, improved Web browsers could be
created and used with the Web as long as they followed the
rules for HTTP. The most successful of these new browsers was
Mosaic, created by Marc Andreesen at the National Center for
Supercomputing Applications. NCSA mosaic was available for
free download and could run on Windows, Macintosh, and
UNIX-based systems. Mosaic not only dispensed with the text
commands used by most of the first browsers, but it also had
the ability to display graphics and play sound files. With
Mosaic the text-only hypertext of the early Web rapidly became
a richer hypermedia experience. And thanks to the ability of
browsers to accept modules to handle new kinds of files, the
Web could also accommodate real-time sound and video
transmissions.

In 1994, Andreessen left NCSA and co-founded a company
called Netscape Communications, which improved and
commercialized Mosaic. Microsoft soon entered with a
competitor, Internet Explorer; today these two browsers
dominate the market with Microsoft having taken the lead.
Together with relatively low-cost Internet access these user-
friendly Web browsers brought the Web (and thus the
underlying Internet) to the masses. Schools and libraries began
to offer Web access while workplaces began to use internal
webs to organize information and organize operations.
Meanwhile, companies such as the on-line bookseller
Amazon.com demonstrated new ways to deliver traditional
products, while the on-line auction site eBay took advantage of
the unique characteristics of the on-line medium to redefine the
auction. The burgeoning Web was soon offering millions of
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pages, especially as entrepreneurs began to find additional
business opportunities in the new medium. Two services
emerged to help Web users make sense of the flood of
information. Today users can search for words or phrases or
browse through structured topical listings. Estimates from
various sources suggest that as of 2007 approximately 1.2
billion people worldwide access the Web, with usage increasing
most rapidly in the emerging industrial super- powers of India
and China.

The Web is rapidly emerging as an important news medium.
The medium combines the ability of broadcasting to reach
many people from one point with the ability to customize
content to each person’s preferences. Traditional broadcasting
and publishing are constrained by limited resources and the
need for profitability, and thus the range and diversity of views
made available tend to be limited. With the Web, anyone with a
PC and a connection to a service provider can put up a Web site
and say just about anything. Millions of people now display
aspects of their lives and interests on their personal Web pages.
The Web has also provided a fertile medium for the creation of
online communities while contributing to significant issues. As
the new century continues, the Web is proving itself to be truly
worldwide, resilient, and adaptable to many new
communications and media technologies. Nevertheless, the
Web faces legal and political challenges as well as technical
challenges.

Notes:

By the beginning of the 1990s - x HauasTy ThIcsua J1€BSIHOCTBIX
UNIX - omepanmoHHasd cucTeMa, CYIIeCTBYIOIas BO MHOIMX
BapuaHTax

Gopher - cereBom IPOTOKOJI pacHpeielIeHHOro IIoVCKa U
nepefgadyl  JIOKYMEHTOB, IIVPOKO PpacIpOCTpaHeHHBII B
vHTepHeTe 10 1993 roxa.

CERN - LIEPH (EBpomernickuii IIeHTp SAePHBIX MCCIIeI0OBAaHMIT)
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Headers - 3arosoBku, compoBoX[amolye cooblIeHns It
CBSI3BIBAHMS sTYeeK MeX/Iy cOOOTL.

Hypermedia - riaBHBIe cpeficTBa MaccOBOVI MH(OPMAIINAL.
HTTP - HyperText Transport Protocol

URL - Uniform Resource Locator

NCSA - National Center for Supercomputing Applications

Assignments

1. Translate the sentences from the texts into Russian paying
attention to the underlined words and phrases:

1.

By the beginning of the 1990s, the Internet had become
well established as a means of communication between
relatively advanced computer users, particularly
scientists, engineers, and computer science students —
primarily using UNIX-based systems.

It used a system of nested menus to organize documents
at host sites so they could be browsed and retrieved by
remote users.

However, thanks to Berners-Lee’s flexible design,
improved Web browsers could be created and used with
the Web as long as they followed the rules for HTTP.

In 1994, Andreessen left NCSA and co-founded a
company called Netscape Communications, which
improved and commercialized Mosaic.

Meanwhile, companies such as the on-line bookseller
Amazon.com demonstrated new ways to deliver
traditional products, while the on-line auction site eBay
took advantage of the unique characteristics of the on-
line medium to redefine the auction.

Two services emerged to help Web users make sense of
the flood of information.
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7. With the Web, anyone with a PC and a connection to a
service provider can put up a Web site and say just
about anything.

8. Nevertheless, the Web faces legal and political
challenges as well as technical challenges.

2.Answer the following questions:

1. Who is the designer and founder of the World Wide
Web?

What is the concept of WWW functioning?

What led to the rise of the World Wide Web?

What abilities does WWW offer to customers?

Why has the World Wide Web become the main means
for transferring information over the Internet?

SN

3. Translate into English:

Uctopua WWW  (World Wide Web) Bcemmpron
MHPOPMaIMOHHOV IayTMHBI Hadajlach B MapTe 1989 romna,
korga Tum bBepnepc-JIn mpemioximn HOBBIVI criocod obmeHa
pesyJIbTaTaMI VCCIIeIOBaHUM M VIesMU MeX]ly ydacTHMKaMM
KOJUIeKTVBA VccilefioBaTesieV-pu3NKOB, paboTaBIINX B Pa3HbIX
cTpaHax. [Ij1s mepemaun JOKYMEHTOB U YCTaHOBJIEHWS CBSA3U
Hpeylarajioch VCIOJIb30BaTh IIPOCTO CUCTEMY IMIlepTeKcTa
(TOorma HUKTO ellle He 3aJyMbIBaJICS O BO3MOXXHOCTH Ilepefaun
doTorpadrraecknx 1300pakeHNM1, 3ByKa VIV BUIEO; Pedb IIUIa
TOJIBKO O  pacIpoCTpaHeHUW  TeKCTOBBIX JOKYMEHTOB,
coflep Kalllyx TMIIePCChUIKM Ha (pparMeHThI APYTMX TaKMx >Ke
TeKCTOBBIX JOKYMEHTOB, HO pacIlojlararoliixcs Ha yaajeHHbIX
KOMITbIOTepaX, ITOJIK/TIOUeHHBIX K I7100a1bHo ceTu VIHTepHer).

CobcTBeHHO, TrumepTeKCcT He Obul  M300peTeHVEM
beprepca-JIn. [l]a m HTML BoBce He OBUI IIepBBIM SI3bIKOM
onvcaHus crpaHuil. Ho B HeM BIiepBbIe ObUIN CBS3aHBI BOEIVHO
He ITPOCTO OT/eJIbHbIe ITIaBbl OJTHOTO JOKYMeHTa, a JJOKYMEeHTHI,
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pacriojiararommecs Ha CaMbIX pa3JIMYHBIX cepBepax V[HTepHeTa
110 BCEMY 3€MHOMY IIIapy.

4. Give the summary of the text using the key terms.

WEB BROWSER

Read the following words and word combinations and use
them for understanding and translation of the text:

to resolve to - mpuHMMaTE penieHe
relevant - oTHOCSITIMIICA K DeTy
requested - mpensiaraeMslIvi, 3anIpalMBaeMbIt
cache - K311, TaVTHBIV 3a11ac

to achieve- nocTurare

to be available for - noctynabI N1
attractive - npuBsIeKaTeILHBIV

to reduce - cokpamare

fray- cxBaTka,0MTBa

to be inferior to - ycrymare, OBITB XyXe (HWMXKe) IIO
CpaBHEHMIO C

sufficiently - mocraTouno

to bundle - cBA3BIBaTE B y3eJ1, OTCHITIATh
to fetch - u3BjIeKaTh, BHI3HIBATH

various - pa3HOOOpa3HBIV

controversial - mpoTMBOpeuUNBHIN

to embed - BcTpouTsh, BHEOAPUTE.

by default - mo ymosrganmio

layout - ryraHMpoOBaHMe, pa3MeTKa.

to intertwine with -nepenyierarscs c...
triggered by - npuBoauMBII B NevicTBMe
to quit -YXOOUTh, IIOKMIATh

flagship - ¢prarman

to ruin - pasoparTe

litigation-cye6Hoe mes1o
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The World Wide Web consists of millions of sites that provide
hyper-text documents that can include not only text but still
images, video, and sound. To access these pages, the user runs a
Web-browsing program. The basic function of a Web browser is
to request a page by specifying its address (URL, uniform [or
universal] resource locator). This request resolves to a request
(HTTP, HyperText Transport Protocol) that is processed by the
relevant Web server. The server sends the HTML document to
the browser, which then displays it for the user. Typically, the
browser stores recently requested documents and files in a local
cache on the user’s PCs. Use of the cache reduces the amount of
data that must be resent over the Internet. However, sufficiently
skilled snoopers can examine the cache to find details of a
user’s recent Web surfing. (Caching is also used by Internet
Service Providers so they can provide frequently requested
pages from their own server rather than having to fetch them
from the hosting sites.)

When the Web was first created in the early 1990s it consisted
only of text pages, although there were a few experimental
graphical Web extensions developed by various researchers.
The first graphical Web browser to achieve widespread use was
Mosaic created by Marc Andreessen, developed at the National
Center for Supercomputing Applications (NCSA). By 1993,
Mosaic was available for free download and had become the
browser of choice for PC users. Andreessen left NCSA in 1994
to found Netscape Corporation. The Netscape Navigator
browser improved Mosaic in several ways, making the graphics
faster and more attractive. Netscape included a facility called
Secure Sockets Layer (SSL) for carrying out encrypted
commercial transactions on-line. Microsoft, which had been a
latecomer to the Internet boom, entered the fray with its
Microsoft Internet Explorer. At first the program was inferior to
Netscape, but it was steadily improved. Aided by Microsoft’s
controversial tactic of bundling the free browser starting with
Windows 95, Internet Explorer has taken over the leading
browser position.
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A Web browser such as Microsoft Internet Explorer or Firefox
makes it easy to find and move between linked Web pages.
Browser users can record or “bookmark” favorite pages.
Browser plug-ins provide support for services such as
streaming video and audio.

Web browsers communicate with web servers primarily using
HTTP (Hyper-text Transfer Protocol) to fetch web pages. HTTP
allows web browsers to submit information to web servers as
well as fetch web pages from them. As of writing, the most
commonly used HTTP is HTTP/1.1, which is fully defined in
REC 2616. HTTP/1.1 has its own required standards which
Internet Explorer does not fully support, but most other
current-generation web browsers do.

Pages are located by means of a URL (Uniform Resource
Locator), which is treated as an address, beginning with http:
for HTTP access. Many browsers also support a variety of other
URL types and their corresponding protocols, such as ftp: for
FTP (file transfer protocol), gopher: for Gopher, and https: for
HTTPS (an SSL encrypted version of HTTP).

The file format for a web page is usually HTML (hyper-text
markup language) and is identified in the HTTP protocol using
a MIME content type. Most browsers support a variety of
formats in addition to HTML, such as the JPEG, PNG and GIF
image formats, and can be extended to support more through
the use of plug-ins. The combination of HTTP content type and
URL protocol specification allows web page designers to embed
images, animations, video, sound, and streaming media into a
web page, or to make them accessible through the web page.
Early web browsers supported only a very simple version of
HTML. The rapid development of proprietary web browsers
led to the development of non-standard dialects of HTML,
leading to problems with Web interoperability. Modern web
browsers (Mozilla, Opera, and Safari) support standards-based
HTML and XHTML (starting with HTML 4.01), which should
display in the same way across all browsers. Internet Explorer
does not fully support XHTML 1.0 or 1.1 yet. Currently many
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sites are designed using WYSIWYG HTML generation
programs such as Macromedia Dreamweaver or Microsoft
Frontpage. These often generate non-standard HTML by
default, hindering the work of the W3C in developing
standards, specifically with XHTML and CSS (cascading style
sheets, used for page layout).

Some of the more popular browsers include additional
components to support Usenet news, IRC (Internet relay chat),
and e-mail. Protocols supported may include NNTP (network
news transfer protocol), SmTP (Simple mail Transfer Protocol),
IMAP (Internet Message Access Protocol), and POP (Post Office
Protocol).

Brief history

Tim Berners-Lee, who pioneered the use of hypertext for
sharing information, created the first web browser, named the
WorldWideWeb, in 1990, and introduced it to colleagues at
CERN in March 1991. Since then the development of web
browsers has been inseparably intertwined with the
development of the web itself.

The explosion in popularity of the web was triggered by NCSA
Mosaic which was a graphical browser running originally on
UNIX but soon ported to the Apple Macintosh and Microsoft
Windows platforms. Version 1.0 was released in September
1993. Marc Andreessen, who was the leader of the Mosaic team
at NCSA, quitted forming a company that would later become
known as Netscape Communications Corporation.

Netscape released its flagship Navigator product in October
1994, and it took off the next year. Microsoft, which had so far
missed the Internet wave, now entered the fray with its Internet
Explorer product, hastily purchased from Spyglass Inc. This
began the browser wars, the fight for the web browser market
between the software giant Microsoft and the start-up company
largely responsible for popularizing the World Wide Web,
Netscape.
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The wars put the web in the hands of millions of ordinary PC
users, but showed how commercialization of the internet could
ruin standards efforts. Both Microsoft and Netscape liberally
incorporated proprietary extensions to HTML in their products,
and tried to gain an edge by product differentiation. The wars
ended in 1998 when it became clear that Netscape's declining
market share trend was irreversible. This was in part due to
Microsoft's integrating its browser with its operating system
and bundling deals with OEMs; the company faced antitrust
litigation on these charges.

Netscape responded by open sourcing its product, creating
Mozilla. This did nothing to slow Netscape's declining market
share. The company was purchased by America Online in late
1998. Mozilla has since evolved into a stable and powerful
browser suite with a small but steady market share.

Opera, a speedy browser popular in handheld devices and in
some countries was released in 1996 and remains a niche player
in the PC web browser market.

The Lynx browser remains popular in the Linux market and
with vision impaired users due to its entirely text-based nature.
There are also several text-mode browsers with advanced
features, such as links and its forks.

While the Macintosh scene too has traditionally been
dominated by Internet Explorer and Netscape, the future
appears to belong to Apple's Safari which is based on the
KHTML rendering engine of the open source conqueror
browser.

In 2003, Microsoft announced that Internet Explorer would no
longer be made available as a separate product but would be
part of the evolution of its Windows platform.

Web and web browser features

Different browsers can be distinguished from each other by the
features they support. Modern browsers and web pages tend to
utilize many features and techniques that did not exist in the
early days of the web. As noted earlier, with the browser wars
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there was a rapid and chaotic expansion of browser and World
Wide Web feature sets.

Notes:

Hyper Text Transport Protocol (HTML) - «1poTokon
repefiauy ruIepTeKcTa»

Secure Sockets Layer (SSL) - xpunrorpadmaeckmit IIpOTOKOJI,
o0ecrieunBaroINI 6e3011acCHOCTD CBS3ML.

Netscape - Opaysep, 111ecToV B Mype I10 ITOIYJISPHOCTA.
Streaming media - TOTOKOBBIVI MeTO[ [T ITepeiayult JaHHBIX.
Web browser - mporpamMmHoe obecrieueHwe 1jIsl U3BJIe€YeHNS U
HpoxoxaeHns MHPOpManoHHbIX pecypcos B World Wide
Web.

Interoperability - wHTeporepabeTPHOCTB, CIIOCOOHOCTH K
B3aMIMOIEVICTBUIO.
Front page - pemakTOop, BXOmAIIMII B COCTaB IIakeTa

npwioxeHunt Microsoft Office.

Macromedia - penaxrop kommauavm Adobe.

Dreamweaver - oauH w13 KpyHHeMIINMX IIPOVI3BOOMUTEsIEN
nporpamm, cesazaHHbIX ¢ WEB.

CERN - EBpornienickuii LIeHTp sepHBIX MCCIIeOBaHWI

Mozilla - Gpaysep HOBOTro HOKOJIEHWMS

Lynx browser - ofuH 13 IIepBbIX TEKCTOBBIX Opay3epoB

Open Source Browser - Opaysep, He IOCBUIAIOIINI
VIeHTUUIMpYIoIer MHPOpMaIUK pa3paboTurKaM
Antitrust  litigation - CyHmeOHBII  Ipoliecc  IIO

AHTUTPECTOBCKOMY LIeJ1y

Assignments
1. Translate the sentences from the texts into Russian in

writing paying attention to the underlined words and
phrases:
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10.

The World Wide Web consists of millions of sites that
provide hyper-text documents that can include not only
text but still images, video, and sound.

However, sufficiently skilled snoopers can examine the
cache to find details of a user’s recent Web surfing
Caching is also used by Internet Service Providers so
they can provide frequently requested pages from their
own server rather than having to fetch them from the
hosting sites.

Netscape included a facility called Secure Sockets Layer
(SSL) for carrying out encrypted commercial
transactions on-line.

Modern web browsers (Mozilla, Opera, and Safari)
support standards-based HTML and XHTML (starting
with HTML 4.01), which should display in the same
way across all browsers. Internet Explorer does not fully
support XHTML 1.0 or 1.1 yet.

Marc Andreessen, who was the leader of the Mosaic
team at NCSA, quitted forming a company that would
later become known as Netscape Communications
Corporation.

Netscape released its flagship Navigator product in
October 1994, and it took off the next year. Microsoft,
which had so far missed the Internet wave, now entered
the fray with its Internet Explorer product.

Both Microsoft and Netscape liberally incorporated
proprietary extensions to HTML in their products, and
tried to gain an edge by product differentiation.

This was in part due to Microsoft's integrating its
browser with its operating system and bundling deals
with OEMs; the company on faced antitrust litigation
on these charges.

Different browsers can be distinguished from each other
by the features they support.
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2. Answer the following questions.

What is the main function of Web Browser?

What is the file format for a web page?

What standards do the modern browsers support?
When was the first web browser created?

Ll .

3. Translate into English:

B nmexabpe 1992-ro Mapk AHIpecceH BMecTe C DPUKOM
buna 3amymanm HammcaTh CBOIO COOCTBEHHYIO ITpOrpaMMYy-
KJIVMEeHT I IpocMoTpa runeprekcTroBbix WWW-gokymeHTOB,
VI BCero 4yepes Tpy Mecslla Ha cBeT mnosslach Mosaic MoriHas
rpacdpuueckasi mHTepdericHasi IIporpaMma i paOoThl ¢
BcemupHOm umHPOpMalUMOHHOM HayTMHOV WM OPYTVMMU
pecypcamm ViHTepHeTa.

C sTOro MoMeHTa II0JIb30BaTe/Ib y>XKe MOI He BaBaThCs B
TeXHU4YecKre  TOAPOOHOCTM  peajMsalluy  IIPOTOKOJIOB
KOMIIBIOTEPHBIX CeTeV, a, WCIOoJIb3ysd O4YeHb IIpOCTON U
YIOOOHBIVI VHCTPYMEHT, IIOCBSITUTh Bcero cebs pabote ¢
VIHTepecyIolleil ero wmHdQOpMalyer, paclpeeeHHON 0
OTPOMHOMY MHOXXECTBY KOMIIBIOTEPOB, PacIlOJIOKeHHBIX B
PpasHBIX TOpofax, CTpaHax M Jlake Ha pasHbIX KOHTMHEHTaXx.

Mosaic B XpaTyammmi CpOK CTajla caMou OBICTPO
pacrpocTpaHsIoIIericd 10 MUpy mporpaMMont. Takum obpasom,
HeJlaBHUV BBIIYCKHMK Kojulebka Mapk AHapecceH m00aBwI
HOCIeTHUI INTPUX, MO3BOJMBIIMI HOpeBpatuTh Bcio Cers,
HaCYMUTHIBABIIYIO B TO BpeMs OT OFHOIO 10 JBYX MWIIVIOHOB
KOMIIPIOTEPOB, B €OVIHBIVI IMIAHTCKUW  CYIIEPUCTOYHVIK
vHdOpMaLTIL.

Yyte mnosxe Amngpeccen BMmecTe ¢ JDxmMom Kiapkom
OCHOBaJIN B Kaymdopraun KOMIIaHWIO Netscape
Communications, Ha goirue rofpl CTaBIIeV 3aKOHOJATeIeM
Moz B VIHTepHerTe.

4. Give the summary of the text using the key terms.
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WEB PAGE DESIGN

Read the following words and word combinations and use
them for understanding and translation of the text:

to emerge - MOABIATHCA

to involve, to include - BK/TIOUATH B ce0st

to stream audio and video - nepemaBaTh ayano 1 Buaeo
distinctive - oTIMYUTEIBHBIN

cluttered - 3amryTaHHBIV, ¢ HOMexaMM

to make sure - yGenurncs

background - ¢pon

to elaborate - pazpabGorarp

to separate - pa3gesaTh

emphasis - akeHT

permission - pa3peinieHue

to grab a restrained style - BbIOpaTh coep>KaHHBIV CTUIIB
to abound - 6bITH B 60JIBIIIOM KOJIVIYECTBe

purpose -11e71b

to raise performance - IOOHATE IPOM3BOANTEILHOCTH,
MOBBICUTH 3¢ PEeKTNBOCTD

consistent - mocsreqoBaTe/ILHBIN

bizarre typefaces - npuayamsbie mpudTHI

to extend - pacimpsaTe

to encounter - cTaJIKMBaThCsA, BCTpedaTh

to be intended for - 6pITh IpeTHA3HAYEHBIM 15T

to implement - BHenpATH

speedy access - CKOPOCTHO IOCTYII

to undergo - monBepraThCA,MCIBITHIBATH

to grab users’ attention - mnpuBjIekaTe BHHUMaHMe
I10JIb30BaTeJIen

The World Wide Web has existed for fewer than two decades,
so it is not surprising that the principles and practices for the
design of attractive and effective Web pages are still emerging.
Creating Web pages involves many skills. In addition to the
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basic art of writing, many skills that had belonged to separate
professions in the print world now often must be exercised by
the same individual. These include typography (the selection
and use of type and type styles), composition (the arrangement
of text on the page), and graphics. To this mix must be added
nontraditional skills such as designing interactive features and
forms, interfacing with other facilities (such as databases), and
perhaps the incorporation of features such as animation or
streaming audio or video.

However new the technology, the design process still begins
with the traditional questions any writer must ask: What is the
purpose of this work? Who am I writing for? What are the
needs of this audience? A Web site that is designed to provide
background information and contact for a university
department is likely to have a printlike format and a restrained
style.

Nevertheless, the designer of such a site may be able to
imaginatively extend it beyond the traditional bounds—for
example, by including streaming video interviews that
introduce faculty members.

A site for an online store is likely to have more graphics and
other attention-getting features than an academic or
government site. However, despite the pressure to “grab
eyeballs,” the designer must resist making the site so cluttered
with animations, pop-up windows, and other features that it
becomes hard for readers to search for and read about the
products they want.

A site intended for an organization’s own use should not be
visually unattractive, but the emphasis is not on grabbing users’
attention, since the users are already committed to using the
system. Rather, the emphasis will be on providing speedy
access to the information people need to do their job, and in
keeping information accurate and up to date. Once the general
approach is settled on, the design must be implemented.

The most basic tool is HTmL, which has undergone periodic
revisions and expansions. Even on today’s large, high-
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resolution monitors a screen of text is not the same as a page in
a printed book or magazine. There are many ways text can be
organized.

A page that is presenting a manual or other lengthy document
can mimic a printed book by having a table of contents.
Clicking on a chapter takes the reader there. Shorter
presentations (such as product descriptions) might be shown in
a frame with buttons for the reader to select different aspects
such as features and pricing. Frames (independently scrollable
regions on a page) can turn a page into a “window” into many
kinds of information without the user having to navigate from
page to page, but there can be browser compatibility issues.
Tables are another important tool for page designers. Setting up
a table and inserting text into it allows pages to be formatted
automatically.

Many sites include several different navigation systems
including buttons, links, and perhaps menus. This can be good
if it provides different types of access to serve different needs,
but the most common failing in Web design is probably the
tendency to clutter pages with features to the point that they are
confusing and actually harder to use.

Although the Web is a new medium, much of the traditional
typographic wisdom still applies. Just as many people who first
encountered the variety of Windows or Macintosh fonts in the
1980s filled their documents with a variety of often bizarre
typefaces, beginning Web page designers sometimes choose
fonts that they think are “edgy” or cool, but may be hard to
read —especially when shown against a purple background!
Today it is quite possible to create attractive Web pages without
extensive knowledge of HTmL. Programs such as FrontPage
and DreamWeaver mimic the operation of a word processor
and take a WYSIWYg (what you see is what you get) approach.
Users can build pages by selecting and arranging structural
elements, while choosing styles for headers and other text as in
a word processor. These programs also provide “themes” that
help keep the visual and textual elements of the page
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consistent. Of course, designing pages in this way can be
criticized as leading to a “canned” product. People who want
more distinctive pages may choose instead to learn the
necessary skills or hire a professional Web page designer.

A feature called Cascading Style Sheets (CSS) allows designers
to precisely control the appearance of Web pages while defining
consistent styles for elements such as headings and different
types of text. Most Web pages include graphics, and this raises
an additional set of issues.

Page designers must also make sure that the graphics they are
using are created in-house, are public domain, or are used by
permission. Animated graphics can raise performance and
compatibility issues. Generally, if a site offers, for example,
Flash animations, it also offers users an alternative presentation
to accommodate those with slower connections or without the
necessary browser plug-ins. The line between Web page design
and other Web services continues to blur as more forms of
media are carried online. Web designers need to learn about
such media technologies and find appropriate ways to integrate
them into their pages. Web pages may also need to provide or
link to new types of forums.

Since the start of the 21st century the Web has become more
and more integrated into people’s lives, as this has happened
the technology of the Web has also moved on. There have also
been significant changes in the way people use and access the
Web, and this has changed how sites are designed.

Since the end of the browsers wars there have been new
browsers coming onto the scene. Many of these are open source
meaning that they tend to have faster development and are
more supportive of new standards.

Notes:

HTmL - or anm1 HyperText Markup Language — «43BIK
TUIIePTEKCTOBOV pa3sMeTKI»;) — CTaHIAPTHBIN SI3bIK pa3MeTKU
JOKYMEHTOB BO Bcemmpnon naytune.
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Cascading Style Sheets (CSS) - KackagHble TaOmmipl cTmsIen)
— (opMasIbHBIN SA3BIK OMNVCAHMS BHEITHEro Buja JI0KyMeHTa,
HATIMCAaHHOTO C VCIIO/Ib30BaHMEM SI3bIKa Pa3MeTK.

FrontPage - mporpamma 1 co3ganmd canita 1 Web-crpasmir.
DreamWeaver - HTML-penakrop xommnaamm Adobe

Assignments:

1. Translate the sentences from the text into Russian paying
attention to the underlined words and phrases:

1.

In addition to the basic art of writing, many skills that
had belonged to separate professions in the print world
now often must be exercised by the same individual.
The most basic tool is HTmL, which has undergone
periodic revisions and expansions.

Many sites include several different navigation systems
including buttons, links, and perhaps menus.

The emphasis will be on providing speedy access to the
information people need to do their job, and in keeping
information accurate and up to date.

These programs also provide “themes” that help keep
the visual and textual elements of the page consistent.
Page designers must also make sure that the graphics
they are using are created in-house, are public domain,
or are used by permission.

Although the Web is a new medium, much of the
traditional typographic wisdom still applies. Just as
many people who first encountered the variety of
Windows or Macintosh fonts in the 1980s filled their
documents with a variety of often bizarre typefaces,
beginning Web page designers sometimes choose fonts
that they think are “edgy” or cool, but may be hard to
read —especially when shown against a purple

background!
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2. Answer the following questions.

What are the basic skills for designing web pages?

What can help to create with web design?

What should technologies web designers know?

What can be said about the line between Web page
design and other web services?

Ll .

3. Translate into English:

Web-gusaniH - 3To He TOJIBKO BHeITHee OdQoOpMIeHNe
caita. Ha HeMm [Ao/DKHBI OBITH T'PaMOTHO PacIOIOKeHBI
3JIEMEHTBI, TEKCT JIOJDKEH JIETKO YMTAThCs, VI caMoe IJIaBHOe —
OH IOJDKeH ObITh yHOOHBIM IS IIOJIb30OBaTelIs. PasMelrieHvie
vHPOpMaIMM Ha canTe OOJDKHO OBITh YETKO IMPOAyMaHO U
ocpopMIIeHO  COOTBeTCTBYIOIIMM  OOpasoMm. BeO-musavmep
IOJDKEH YMeTh He TOJIBKO XOPOIIO PMCOBaTh ¥ IIPaBUIIBHO
oIOMpaTh 1IBeTOBYIO raMMy, HO U CMOTpPeTh Ha CBOV Ille[leBp
IJIa3aMy ITIOCETUTEIIA.

PaspaboTtka BeO-IpMITOKeHMIT — 3TO OOIIMI TePMUH IS
Ipoliecca CO37aHMs BeO-CTpaHWIL VIV CcaliToB. BeO-cTpaHMIIbI
cosparorcs ¢ mcnonbzoBanveM HTML, CSS n JavaScript. Dt
CTpaHWMIIBI MOTYT COfepXXaTb IIPOCTON TeKCT ¥ Trpaduky,
HaroMMHasl coOOV CTaTMYHBI HOKyMeHT. CTpaHWMIIBI Tarke
MOT'YT OBITh MHTEePaKTMBHBIMYU WJIV OTOOpa’kaTh MEHSIOLIYIOCS
vH@opMaryio. Co3maBaTh MHTEPaKTUBHBIE CTPAHMIIEI HEMHOTO
CJIOKHee, HO OHU ITO3BOJISIIOT CO3[IaBaTh BeO-CamTHI C OoraTbIM
copepXnMbIM. CeroiHsI OOJIBIIMHCTBO CTPaHWI] MHTEPaKTUBHEI
VI TIPeIOCTaB/ISIIOT COBPEeMEHHble WHTEPAKTMBHBIE YCITYTH,
TaKMe KaK KOpP3VMHBI VHTepHEeT-MarasyuHOB, IVHaMITIecKast
BU3yJIM3allMs VI JTaKe CJIOXKHBIE COLMaIbHBIE CeTHA.

4. Give the summary of the text using the key terms.
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INTERNET PROTOCOLS

Read the following words and word combinations and use
them for understanding and translation of the text:

to communicate across - 001aTBCs Yepes

scope - cdepa, ypoBeHb

to facilitate - o6;1eruaTn

corresponding - COOTBETCTBYIOIIMTI

dissimilar - Hermoxo>kme,pa3IMIHbIE

to span - oxBaTbpIBaTH

goal - mesn

to consist of - cocrosTh M3

flow - moTok

reference model - aTasT0HHAs1I MOeTTH

to overflow internal buffers - mepemnoaNTE 6ydepnl 0OMeHa
benefits - npenmymecrsa

full-duplex operation - cnapeHHBIVI pe>XuM pabOTHI
to be acknowledged - 66ITH IpM3HAHHBIM

The Internet protocols are the world's most popular open-
system (nonproprietary) protocol suite because they can be
used to communicate across any set of interconnected networks
and are equally well suited for LAN and WAN
communications. The Internet protocols consist of a suite of
communication protocols, of which the two best known are the
Transmission Control Protocol (TCP) and the Internet Protocol
(IP). The Internet protocol suite not only includes lower-layer
protocols (such as TCP and IP), but it also specifies common
applications such as electronic mail, terminal emulation, and
tile transfer.

Internet protocols were first developed in the mid-1970s, when
the Defense Advanced Research Projects Agency (DARPA)
became interested in establishing a packet-switched network
that would facilitate communication between dissimilar
computer systems at research institutions. With the goal of
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heterogeneous connectivity in mind, DARPA funded research
by Stanford University and Bolt, Beranek, and Newman (BBN).
The result of this development effort was the Internet protocol
suite, completed in the late 1970s.

TCP/IP later was included with Berkeley Software Distribution
(BSD) UNIX and has since become the foundation on which the
Internet and the World Wide Web (WWW) are based.
Documentation of the Internet protocols (including new or
revised protocols) and policies are specified in technical reports
called Request For Comments (RFCs), which are published and
then reviewed and analyzed by the Internet community.
Protocol refinements are published in the new RFCs. Internet
protocols span the complete range of OSI model layers maps,
many of the protocols of the Internet protocol suite and their
corresponding OSI layers.

Internet Protocol (IP)

The Internet Protocol (IP) is a network-layer (Layer 3) protocol
that contains addressing information and some control
information that enables packets to be routed. IP is documented
in RFC 791 and is the primary network-layer protocol in the
Internet protocol suite. Along with the Transmission Control
Protocol (TCP), IP represents the heart of the Internet protocols.
IP has two primary responsibilities: providing connectionless,
best-effort delivery of datagrams through an internetwork; and
providing fragmentation and reassembly of datagrams to
support data links with different maximum-transmission unit
(MTU) sizes.

Transmission Control Protocol (TCP)

The TCP provides reliable transmission of data in an IP
environment. TCP corresponds to the transport layer (Layer 4)
of the OSI reference model. Among the services TCP provides
are stream data transfer, reliability, efficient flow control, full-
duplex operation, and multiplexing.
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With stream data transfer, TCP delivers an unstructured stream
of bytes identified by sequence numbers. This service benefits
applications because they do not have to chop data into blocks
before handing it off to TCP. Instead, TCP groups bytes into
segments and passes them to IP for delivery.

TCP offers reliability by providing connection-oriented, end-to-
end reliable packet delivery through an internetwork. It does
this by sequencing bytes with a forwarding acknowledgment
number that indicates to the destination the next byte the
source expects to receive. Bytes not acknowledged within a
specified time period are retransmitted. The reliability
mechanism of TCP allows devices to deal with lost, delayed,
duplicate, or misread packets. A time-out mechanism allows
devices to detect lost packets and request retransmission.

TCP offers efficient flow control, which means that, when
sending acknowledgments back to the source, the receiving
TCP process indicates the highest sequence number it can
receive without overflowing its internal buffers. Full-duplex
operation means that TCP processes can both send and receive
at the same time.

Finally, TCP's multiplexing means that numerous simultaneous
upper-layer conversations can be multiplexed over a single
connection.

Notes:

LAN - JloxkaspHast BerumciamrernpHas ceTb (JIBC, mokanbHas
ceTh, CJIEHT. JIOKaIKa; aHril. Local Area Network, LAN) —
KOMIIBIOTEpPHAsI CeTh, ITOKPBIBAIONIASl OOBIYHO OTHOCUTEIIHBHO
HeOOJIBIIYIO TeppUTOPUIO IV HEOOJIBIIYIO TPYIIy 3HaHUN
(moM, odric, PupMy, MHCTUTYT)

WAN - Wide Area Network (WAN) - ImobapHas
BBIUVICIINTEIIbHASL CeTh OXBaThIBAaeT IlejIble O00JIacTi, CTpaHBI U
Iake KOHTVHEHTHI.

TCP - Transmission Control Protocol (TCP) (mpoTtoxon
yIIpaB/IeHUsI Ilepefadei) — OOMH 13 OCHOBHBIX IIPOTOKOJIOB
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nepefauM JaHHBIX VIHTepHeTa, IIpeHa3HaYeHHBIN I
yIIpaBjIeHMs Ilepeiadert JaHHbBIX B ceTsx 1 mozceTsx TCP/IP.
IP - Internet Protocol (IP, moci. «MeXceTeBom IIPOTOKOJI») —
MapIIPyTU3MPyeMBII  IIPOTOKOJI CeTeBOrO YpOBHA CTeKa
TCP/IP. VImenno IP cTtaji TeM DPOTOKOJIOM, KOTOPBIN
OOBeIVHIUI OTHe/IbHBIE KOMITBIOTEPHBIE CETVI BO BCEMVPHYIO
ceTb VIHTEpHeT.

OSI - Ceresast monenb OSI (aHIyL. open systems interconnection
basic reference model) — ©OasoBas 3TajIOHHas MOIENb
B3aMIMOIEVICTBUSI OTKPBITBIX CCTEM

DARPA (Defense Advanced Research Projects Agency) -
YrpapiieHre IIepeioBBIX OOOPOHHBIX — VICCIIENOBATEIIBCKVIX
npoektoB Munucrepctsa oboponst CIIIA, menbio KOTOporo
gBJIdeTCd  COXpaHeHMe TexXHOJIOIMYeCKOro IIpeBOCXOIICTBa
BoopyxxeHHbIx cwi CIIA, mpegoTBpaleHue BHe3aIIHOIO LIS
CIITA nogBiieHVsI HOBBIX TEXHUYECKNX CPeACTB BOOPYKEeHHOM
60pB0BI, mOMIIepKKa IPOPBIBHBIX VICCIIEIOBAHNT, IIPEOJIOIeHIe
paspbiBa Mexnay dyHAaMeHTaJIbHbIMM MCCIIeIOBAaHUSAMU M VX
IIprMeHeHVeM B BOeHHO cdepe.

Assignments

1. Translate the sentences from the text into Russian paying in
writing paying attention to the underlined words and
phrases:

1. The Internet protocols consist of a suite of
communication protocols, of which the two best known
are the Transmission Control Protocol (TCP) and the
Internet Protocol (IP).

2. The Internet protocol suite not only includes lower-layer
protocols (such as TCP and IP), but it also specifies
common applications such as electronic mail, terminal
emulation, and file transfer.
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3. With stream data transfer, TCP delivers an unstructured
stream of bytes identified by sequence numbers.

4. This service benefits applications because they do not
have to chop data into blocks before handing it off to
TCP. Instead, TCP groups bytes into segments and
passes them to IP for delivery.

5. TCP offers reliability by providing connection-oriented,
end-to-end reliable packet delivery through an
internetwork.

6. It does this by sequencing bytes with a forwarding
acknowledgment number that indicates to the
destination the next byte the source expects to receive.
Bytes not acknowledged within a specified time period
are retransmitted.

2. Answer the following questions.

When were the Internet protocols used for the first time?
What does the Internet Protocol contain?

What are the major responsibilities of IP?

What services does TCP provide?

What is the general use of the Internet Protocols?

SIS

3. Translate into English:

OueBngHO, UYTO PpaHO WIM IO30HO KOMIIBIOTEPHI,
pacIioyio)KeHHble B Pa3HBIX TOUKax 3€MHOrO Iapa, IO Mepe
yBeJI4eHs CBOero KoJIn4decTBa J0JDKHBL ObUI 00pecTit HeKre
cpercTBa ob1IeHMs. TaxvimMm cpencTBamm CTayIN
KoMmrbioTepHble ceti. CeTu ObIBalOT JIOK&IBHBIMU U
1o0atbHBIMM. JIOKasIbHasl ceTh - 3TO CeTh, OObeaMHSIONIAS
KOMIIBIOTEPHI, reorpadmieckn PpacIiosIo)KeHHbIe Ha
HeOOJIBIIIOM PACCTOSIHWUN IPYT OT JpyTa - HallpyMep, B OTHOM
sgaHvii. [7100asibHBIE ceTw CIyXXaT ISl COeIVHEeHWUs CeTeVl U
KOMITBIOTEPOB, KOTOPBIX Pas3esIsiioT OOJIbIINie PacCTOSHUS - B
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COTHM M TBICSUM KWJIOMETPOB. VIHTepHET OTHOCUTCS K KJlaccy
IJI00aJIPHBIX CETETL.

ITpocToe monxioUeHye OHOIO KOMITbIOTepa K IPyromy -
I1ar, HeoOXOAVIMBIN ISl CO3AaHMS CeTV, HO He JOCTaTOYHBIIL.
YTtoObl HauaTh MepenaBaTh MHAOPMAIIVIO, HY>)KHO yOenmnThCs,
YTO KOMIBIOTephl "moHMMaroT' papyr pgpyra. Kak ke
KoMIIbIoTepe! "obmrarorcst' mo cetn? UroObl obecrieumts 3Ty
BO3MOXXHOCTb, ObUIM pa3paloTaHbl cCllelajIbHble CperICTBa,
HoJIy4yMBIIMe HasBaHue 'mporokossl'. IIporokom - 3TO
COBOKYITHOCTb ~IIpaBWI, B COOTBETCTBUM C KOTOPBIMU
HpOVCXOOUT Ilepefada MH@opmaumm depes ceTb. [lonsiTue
IIPOTOKOJIa IIpMMEHNMO He TOJIBKO K KOMHBIOTepHOT?I
vHAycTpym. [axe Te, KTO HMUKOTAa He WMesl fejla C
VHTepHETOM, CKOpee BCcero paboTaIvt B IIOBCETHEBHOV XKV3HM C
KaKMMW-INOO yCTpovicTBaMy, (PYHKIVIOHVPOBAaHME KOTOPBIX
OCHOBAaHO Ha VICIIOJIb30BaHMM IIPOTOKOIOB. Tak, oObIYHas
TeslepOHHAsI CeTh OOIIEro IIOJIb30BaHMS TOXE VIMeeT CBOVI
IIPOTOKOJI, KOTOPBIVI IIO3BOJIIET allllapaTaM, HaIpuMep,
yCcTaHaB/IMBaTh (PaKT CHATVSA TPYOKM Ha APYroM KOHIIe JIMHUM
WIV paclio3HaBaThb CUTHAJI O pasbedVHEHUN U Jaxe HOMep
3BOHSIIIIETO.

Vcxopss m3 2TOM eCcTeCTBEHHOW HeOOXOOMMOCTH, MUPY
KOMITBIOTEPOB ITOTPeOOBasICS €OMHBIN SI3BIK (TO €CTh IIPOTOKOJT),
KOTOPBIVI ObUT OBI TIOHATEH KaKIOMY 13 HUX.

4. Give the summary of the text using the key terms.
Topics for essays (you might need additional information):
e The origins of the Internet

e World Wide Web and its pioneers
e Browser Wars
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COMPUTER SECURITY AND RISKS

BASIC COMPUTER SECURITY CONCEPTS

Read the following words and word combinations and use
them for understanding and translation of the text:

confidentiality - koHpMIEHIIMATEHOCTE

integrity - mes1ocTHOCTH

availability - moctymmaOCTB

to pertain to - MMeTh OTHOILIEHNE K...
authentication - ayreHTHM(MKaIINS, TIOIIMHHOCTD
authorization - aBTopm3anys

nonrepudiation - peoTpuIaeMocTh, CTpOroe BBIIIOJIHEHNE
00s13aTeIbCTB

to corrupt - moBpeXxnarTh, MCKa’kaThb

tampering - B3;10M

password - maposib

to refute - opoBeprars

trustworthy - 3acity>xmBaromni mosepus
intruder - 3710yMBIITITIEHHMK

weak link - c;taboe 3BeHO

innocuous - 6e3BpeIHbIN

break-in - npoHMKHOBeHMe B cHcTEMY

to compromise - pacKkpbIBaTh

denial-of-service - 0TKa3 B 00CTy)KMBaHWUN

Computer security (also known as cybersecurity or IT
security) is information security as applied to computing
devices such as computers and smartphones, as well as
computer networks such as private and public networks,
including the Internet as a whole.

There are many characterizations of computer security.
Information technology security is defined in a document
created by the European Community, which has gained some
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recent international acceptance. The document defines
information technology (IT) security to include the following;:

* Confidentiality. Prevention of unauthorized disclosure of
information.

* Integrity. Prevention of unauthorized modification of
information.

* Availability. Prevention of unauthorized withholding of
information or resources.

Availability pertains to both information and resources, such as
computer systems themselves. Confidentiality and integrity
pertain only to information itself. Concepts relating to the
people who wuse that information are authentication,
authorization, and nonrepudiation.

When information is read or copied by someone not authorized
to do so, the result is known as loss of confidentiality. For some
types of information, confidentiality is a very important
attribute. Examples include research data, medical and
insurance records, new product specifications, and corporate
investment strategies. In some locations, there may be a legal
obligation to protect the privacy of individuals. This is
particularly true for banks and loan companies; debt collectors;
businesses that extend credit to their customers or issue credit
cards; hospitals, doctors’” offices, and medical testing
laboratories; individuals or agencies that offer services such as
psychological counseling or drug treatment; and agencies that
collect taxes.

Information can be corrupted when it is available on an
insecure network. When information is modified in unexpected
ways, the result is known as loss of integrity. This means that
unauthorized changes are made to information, whether by
human error or intentional tampering. Integrity is particularly
important for critical safety and financial data used for activities
such as electronic funds transfers, air traffic control, and
financial accounting,.

Information can be erased or become inaccessible, resulting in
loss of availability. This means that people who are authorized
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to get information cannot get what they need. Availability is
often the most important attribute in service-oriented
businesses that depend on information (for example, airline
schedules and online inventory systems).
Availability of the network itself is important to anyone whose
business or education relies on a network connection. When
users cannot access the network or specific services provided on
the network, they experience a denial-of-service.
To make information available to those who need it and who
can be trusted with it, organizations use authentication and
authorization. Authentication is proving that a user is the
person he or she claims to be. That proof may involve
something the user knows (such as a password), something the
user has (such as a “smartcard”), or something about the user
that proves the person’s identity (such as a fingerprint).
Authorization is the act of determining whether a particular
user (or computer system) has the right to carry out a certain
activity, such as reading a file or running a program.
Authentication and authorization go hand in hand. Users must
be authenticated before carrying out the activity they are
authorized to perform. Security is strong when the means of
authentication cannot later be refuted — the user cannot later
deny that he or she performed the activity. This is known as
nonrepudiation.
The Internet users want to be assured that

e they can trust the information they use

e the information they are responsible for will be shared

only in the manner that they expect
e the information will be available when they need it
e the systems they use will process information in a
timely and trustworthy manner

It is remarkably easy to gain unauthorized access to
information in an insecure networked environment, and it is
hard to catch the intruders. Even if users have nothing stored
on their computer that they consider important, that computer
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can be a “weak link,” allowing unauthorized access to the
organization’s systems and information.

Seemingly innocuous information can expose a computer
system to compromise. Information that intruders find useful
includes which hardware and software are being used, system
configuration, type of network connections, phone numbers,
and access and authentication procedures. Security-related
information can enable unauthorized individuals to access
important files and programs, thus compromising the security
of the system. Examples of important information are
passwords, access control files and keys, personnel information,
and encryption algorithms.

The consequences of a break-in cover a broad range of
possibilities: a minor loss of time in recovering from the
problem, a decrease in productivity, a significant loss of money
or staff-hours, a devastating loss of credibility or market
opportunity, a business no longer able to compete, legal
liability, and the loss of life. Individuals may find that their
credit card, medical, and other private information has been
compromised.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1. Information can be corrupted when it is available on an
insecure network.

2. When information is modified in unexpected ways, the
result is known as loss of integrity. This means that
unauthorized changes are made to information, whether
by human error or intentional tampering.

3. Availability is often the most important attribute in
service-oriented businesses that depend on information.
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4. When users cannot access the network or specific
services provided on the network, they experience a
denial of service.

5. Security is strong when the means of authentication
cannot later be refuted - the user cannot later deny that
he or she performed the activity.

6. It is remarkably easy to gain unauthorized access to
information in an insecure networked environment, and
it is hard to catch the intruders.

2. Answer the following questions:

1. In what spheres of human activity does availability play

an essential role? Why?

When will security be the strongest?

3. Which concept is the most remarkable for the provision
of overall security?

4. What can be the consequences of an unauthorized
break-in?

5. How can intruders benefit from the access to innocuous
information?

6. Is there a principal difference between authorization
and authentication?

N

3. Translate into English:

ITon wHEdOpMalMOHHOM 0€30IIaCHOCTBIO  ITOHVMAETCS
3aIMINEeHHOCTh MH(POpMalMM W TOAAepXMBAIOIIel ee
VH@PACTPYKTYPBI OT JIFOOBIX CIIYUYalHBIX VIV 3JIOHAMEPEHHBIX
BO3HEVICTBUN, pe3yiIpbTaTOM  KOTOPBIX  MOXET  SBUTHCS
HaHeceHIe yiepba camont MHdopmaluy, ee BIagesIbliaM VWIN
Hoae pXXMBaroIet MHPpacTpyKType.

Llems mHEOpManMOHHOM Oe30macHOCTMI - 00e30ITacuTh
IIEHHOCTV CUCTEMBI, 3alllUTUTh VI TapaHTMPOBAaTh TOYHOCTH W
LIEJIOCTHOCTDh MHQOPMAIIUV VI MVUHVMW3VPOBATh paspyIleHs,
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KOTOpBle MOTYT WMeTb MeCTO, eciy WHdopManus Oyner
MoIuduIpoBaHa WM paspylleHa.

Ha mpakTuke BaXHEMIIMMM SBJISIOTCS TPU  aclekTa
MHQOPMALIMIOHHOV 0€30ITacCHOCT:

1. [docTymHOCTb (BO3MOXHOCTH 3a pasyMHOe BpeMms
HIOJTy 9NTh TpeOyeMyIo MHAOPMALVIOHHYIO YCIYTY);

2. IlesiocTHOCTH (ee 3alMIIEeHHOCTb OT paspylIeHus U
HeCaHKIIMIOHMPOBAaHHOTO M3MEeHEHWIS);

3. KondwnaenmnmanpHOCT (3ammTa oT
HeCaHKIIMIOHMPOBAHHOTO ITPOYTEHVIS).

4. Give the summary of the text using the key terms.

TYPES OF INCIDENTS

Read the following words and word combinations and use
them for understanding and translation of the text:

threat - yrposa

violation - HapymIeHME

disruption - npepriBaHMe

usurpation — 3axBaT, HelIlpaBOMepHOe IIpVCBOeHIe
ubiquitous - ToBceMeCTHBI

snooping - mepexsar

wiretapping — mepexsaT IIpu NOAK/TIOYEeHUN K JIMHUN CBA3U
man-in-the-middle attack — araka gepes mocpemamnka
recipient - moyryJaresnn

intermediary - mocpemHMK

masquerading — BbITa4da ce0s 3a Apyroe JIMII0
spoofing - mogmeHa

to lure - 3amaHMBaTH

repudiation - ompoBep>keHMe

pending - 0T/I0)KeHHBIV

probe - 30H7,
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packet sniffer — mepexBaTuMK nakeToB
downtime — Hepabouee BpeMms1, IIpOCTO

Threats

A threat is a potential violation of security. The violation need
not actually occur for there to be a threat. The fact that the
violation might occur means that those actions that could cause
it to occur must be guarded against (or prepared for). Those
actions are called attacks.

Threats can be divided into four broad classes: disclosure, or
unauthorized access to information; deception, or acceptance of
false data; disruption, or interruption or prevention of correct
operation; and usurpation, or unauthorized control of some
part of a system. These four broad classes encompass many
common threats. Since the threats are wubiquitous, an
introductory discussion of each one will present issues that
recur throughout the study of computer security.

Snooping, the unauthorized interception of information, is a
form of disclosure. It is passive, suggesting simply that some
entity is listening to (or reading) communications or browsing
through files or system information. Wiretapping, or passive
wiretapping, is a form of snooping in which a network is
monitored.

Modification or alteration, an wunauthorized change of
information. Active wiretapping is a form of modification in
which data moving across a network is altered; the term
"active" distinguishes it from snooping ("passive" wiretapping).
An example is the man-in-the-middle attack, in which an
intruder reads messages from the sender and sends (possibly
modified) versions to the recipient, in hopes that the recipient
and sender will not realize the presence of the intermediary.
Masquerading or spoofing, an impersonation of one entity by
another. It lures a victim into believing that the entity with
which it is communicating is a different entity. This may be a
passive attack (in which the user does not attempt to
authenticate the recipient, but merely accesses it), but it is
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usually an active attack (in which the masquerader issues
responses to mislead the user about its identity). It is often used
to usurp control of a system by an attacker impersonating an
authorized manager or controller.

Repudiation of origin, a false denial that an entity sent (or
created) something. Suppose a customer sends a letter to a
vendor agreeing to pay a large amount of money for a product.
The vendor ships the product and then demands payment. The
customer denies having ordered the product and by law is
therefore entitled to keep the unsolicited shipment without
payment. The customer has repudiated the origin of the letter.
If the vendor cannot prove that the letter came from the
customer, the attack succeeds.

Delay, a temporary inhibition of a service. Typically, delivery
of a message or service requires some time f; if an attacker can
force the delivery to take more than time f, the attacker has
successfully delayed delivery. This requires manipulation of
system control structures, such as network components or
server components, and hence is a form of usurpation.
Denial-of-service

The goal of denial-of-service attacks is not to gain unauthorized
access to machines or data, but to prevent legitimate users of a
service from using it. A denial-of-service attack can come in
many forms. Attackers may "flood" a network with large
volumes of data or deliberately consume a scarce or limited
resource, such as process control blocks or pending network
connections. They may also disrupt physical components of the
network or manipulate data in transit, including encrypted
data.

Attacks

An attempt to breach system security may not be deliberate; it
may be the product of environmental characteristics rather than
specific actions of an attacker. Incidents can be broadly
classified into several kinds: the probe, scan, account
compromise, root compromise, packet sniffer, denial of service,

161



exploitation of trust, malicious code, and Internet infrastructure
attacks.

Probe

A probe is characterized by unusual attempts to gain access to a
system or to discover information about the system. Probing is
the electronic equivalent of testing doorknobs to find an
unlocked door for easy entry. Probes are sometimes followed
by a more serious security event, but they are often the result of
curiosity or confusion.

Scan

A scan is simply a large number of probes done using an
automated tool. Scans can sometimes be the result of a
misconfiguration or other error, but they are often a prelude to
a more directed attack on systems that the intruder has found to
be vulnerable.

Account compromise

An account compromise is the unauthorized use of a computer
account by someone other than the account owner, without
involving system-level or root-level privileges (privileges a
system administrator or network manager has). An account
compromise might expose the victim to serious data loss, data
theft, or theft of services.

Root compromise

A root compromise is similar to an account compromise, except
that the account that has been compromised has special
privileges on the system. Intruders who succeed in a root
compromise can do just about anything on the victim’s system,
including run their own programs, change how the system
works, and hide traces of their intrusion.

Packet sniffer

A packet sniffer is a program that captures data from
information packets as they travel over the network. That data
may include user names, passwords, and proprietary
information that travels over the network in clear text. With
perhaps hundreds or thousands of passwords captured by the
sniffer, intruders can launch widespread attacks on systems.
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Exploitation of trust

Computers on networks often have trust relationships with one
another. For example, before executing some commands, the
computer checks a set of files that specify which other
computers on the network are permitted to use those
commands. If attackers can forge their identity, appearing to be
using the trusted computer, they may be able to gain
unauthorized access to other computers.

Malicious code

Malicious code is a general term for programs that, when
executed, would cause undesired results on a system. Users of
the system usually are not aware of the program until they
discover the damage. Malicious code includes Trojan horses,
viruses, and worms. Trojan horses and viruses are usually
hidden in legitimate programs or files that attackers have
altered to do more than what is expected. Worms are self-
replicating programs that spread with no human intervention
after they are started. Viruses are also self-replicating programs,
but usually require some action on the part of the user to
spread inadvertently to other programs or systems. These sorts
of programs can lead to serious data loss, downtime, denial-of-
service, and other types of security incidents.

Internet infrastructure attacks

These rare but serious attacks involve key components of the
Internet infrastructure rather than specific systems on the
Internet. Examples are network name servers, network access
providers, and large archive sites on which many users depend.
Widespread automated attacks can also threaten the
infrastructure. Infrastructure attacks affect a large portion of the
Internet and can seriously hinder the day-to-day operation of
many sites.
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Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1.

The fact that the violation might occur means that those
actions that could cause it to occur must be guarded
against (or prepared for).

Threats can be divided into four broad classes:
disclosure, or unauthorized access to information;
deception, or acceptance of false data; disruption, or
interruption or prevention of correct operation; and
usurpation, or unauthorized control of some part of a
system.

Active wiretapping is a form of modification in which
data moving across a network is altered; the term
"active" distinguishes it from snooping ("passive"
wiretapping).

Masquerading or spoofing is often used to usurp control
of a system by an attacker impersonating an authorized
manager or controller.

Attackers may "flood" a network with large volumes of
data or deliberately consume a scarce or limited
resource, such as process control blocks or pending
network connections.

Scans can sometimes be the result of a misconfiguration
or other error, but they are often a prelude to a more
directed attack on systems that the intruder has found to
be vulnerable.

An account compromise is the unauthorized use of a
computer account by someone other than the account
owner, without involving system-level or root-level
privileges (privileges a system administrator or network

manager has).
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8. A packet sniffer is a program that captures data from
information packets as they travel over the network.
That data may include user names, passwords, and
proprietary information that travels over the network in
clear text.

2. Answer the following questions:

1. What is the principal difference between threats and

attacks?

2. What are the four classes that encompass common
threats?

3. What is the difference between passive and active
wiretapping?

4. How do various types of denial-of-service attacks work?

5. Can the breaches of the system security be
unintentional?

6. What are the consequences of a malicious code
execution?

3. Translate into English:

11 1oaroToBKM M IIpOBedeHMs — aTakK ~ MOTYT
VICTIOJIB30BaThCS JIMOO CHelMaybHO pa3paboTaHHBIE IS 3TUX
1esierl IIporpaMMHBIe CPEICTBA, JINOO JlerayibHble ITPOTPaMMBbI
«MVPHOTO» Ha3HaueHMs. Tak, MoCJIeqHMII IIPUMep TOKa3bIBaeT,
KaK JlerajlbHasg IIporpaMma ping, KOTopasl co3jaBajlach B
KadecTBe WHCTPYMEHTa MAVArHOCTUIKV CeTM, MOXeT OBITh
IIpUMeHeHa IS IIOATOTOBKM aTaku. [Ipm mpoBemeHMm aTak
3JIOYMBIIIUIEHHUKY BaXXHO He TOJIBKO HOOWUTbCA CBOeVI Iesiv,
3aKIIOvaloIerics B IIPUYMHEHUM yIepda aTaKyeMOMy
0O0BEeKTY, HO ¥ YHUUYTOXWUTH BCe CJIeIbl CBOErO y4acTus B 3TOM.
Onanm u3 OCHOBHBIX IIP1IEMOB, VICIIOJIb3Y eMBbIX
37IOYMBIIIUIEHHUKAMW IS «3aMeTaHWMs CJIefIOB», SIBJISeTCS
IoJIMeHa COepPXXMMOro TakeToB (spoofing). B uwactHOCTH, W1
COKPBITMSI MecTa HaXOXIAeHMs WCTOYHMKA BpeauUTeSIbCKIX
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[IaKeTOB (HaIpvMep, MpM aTake OTKa3a B OOCIYXMBaHNN)
3JIOyMBIIIUIEHHVK ~ WM3MeHsieT  3HadueHMe IIOJIg  ajpeca
OTHpaBUTeII B 3arojioBkax IakeToB. ITocKoybKy azpec
OTIIpaBUTeJIsl TeHepupyeTcs aBTOMAaTUYeCKM  CUCTeMHBIM
IIpOrpaMMHBIM ~ ODecIledeHueM, 3JIOyMBIIUIEHHUK BHOCUT
V3MeHeHMsl B COOTBETCTBYIOIIMe IIporpaMMHble MOMAYJIV Tak,
YTOOBI OHM JaBajIi €My BO3MOXKHOCTb OTIIPABJISITH CO CBOETO
KOMITBIOTepa TaKeTh! ¢ jiro0bmmu IP-ampecam.

4. Give the summary of the text using the key terms.

IMPROVING SECURITY

Read the following words and word combinations and use
them for understanding and translation of the text:

vulnerability - ysa3BumocTs

vigilance - 6anTeILHOCTD

dissemination - pacipenesenne

to retrieve information - 3BsIekaTh MHPOPMALIMIO
encryption - mmudposanne

decryption - nemmdposka

patch — mcnpasnieHue ysa3BMMOCTH

alert - TpeBora

log — >XypHas permcrpauum coObITHMI

to install - ycramaBnmBare

gateway - nmuro3

paging — cTpaHWYHas OpraHM3aVsA NaMATH
plaintext — He3ammdpoBaHHBIN TEKCT
ciphertext — 3ammdpoBaHHBIN TeKCT
confidentiality - cekpeTHOCTB

checksum — KoHTpOJIBHasA cyMMa

In the face of the vulnerabilities and incident trends discussed
above, a robust defense requires a flexible strategy that allows
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adaptation to the changing environment, well-defined policies
and procedures, the use of robust tools, and constant vigilance.
Security policy

Factors that contribute to the success of a security policy
include management commitment, technological support for
enforcing the policy, effective dissemination of the policy, and
the security awareness of all users. Management assigns
responsibility for security, provides training for security
personnel, and allocates funds to security. Technological
support for the security policy moves some responsibility for
enforcement from individuals to technology. The result is an
automatic and consistent enforcement of policies, such as those
for access and authentication.

Security-related procedures

Procedures are specific steps to follow that are based on the
computer security policy. Procedures address such topics as
retrieving programs from the network, connecting to the site’s
system from home or while traveling, using encryption,
authentication for issuing accounts, configuration, and
monitoring.

Security practices

System administration practices play a key role in network
security. Checklists and general advice on good security
practices are readily available. Below are examples of
commonly recommended practices:

e Ensure all accounts have a password and that the
passwords are difficult to guess. A one-time password
system is preferable.

e Use tools such as MD5 checksums, a strong
cryptographic technique, to ensure the integrity of
system software on a regular basis.

e Use secure programming techniques when writing
software.

e Be vigilant in network use and configuration, making
changes as vulnerabilities become known.

167



e Regularly check with vendors for the latest available
fixes, and keep systems current with upgrades and
patches.

e Regularly check online security archives, such as those
maintained by incident response teams, for security
alerts and technical advice.

e Audit systems and networks, and regularly check logs.
Many sites that suffer computer security incidents
report that insufficient audit data is collected, so
detecting and tracing an intrusion is difficult.

Security technology

A variety of technologies have been developed to help
organizations secure their systems and information against
intruders. These technologies help protect systems and
information against attacks, detect unusual or suspicious
activities, and respond to events that affect security.

One-time passwords. Intruders often install packet sniffers to
capture passwords as they traverse networks during remote
login processes. Therefore, all passwords should at least be
encrypted as they traverse networks. A better solution is to use
one-time passwords. These passwords are never repeated and
are valid only for a specific user during the period that each is
displayed. In addition, users are often limited to one successful
use of any given password. One-time password technologies
significantly reduce unauthorized entry at gateways requiring
an initial password.

Firewalls. Intruders often attempt to gain access to networked
systems by pretending to initiate connections from trusted
hosts. They squash the emissions of the genuine host using a
denial-of-service attack and then attempt to connect to a target
system using the address of the genuine host. To counter these
address-spoofing attacks and enforce limitations on authorized
connections into the organization’s network, it is necessary to
filter all incoming and outgoing network traffic. Because
firewalls are typically the first line of defense against intruders,
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their configuration must be carefully implemented and tested
before connections are established between internal networks
and the Internet.

Monitoring Tools. Continuous monitoring of network activity
is required if a site is to maintain confidence in the security of
its network and data resources. Network monitors may be
installed at strategic locations to collect and examine
information continuously that may indicate suspicious activity.
It is possible to have automatic notifications alert system
administrators when the monitor detects anomalous readings,
such as a burst of activity that may indicate a denial-of-service
attempt. Such notifications may use a variety of channels,
including electronic mail and mobile paging. Sophisticated
systems capable of reacting to questionable network activity
may be implemented to disconnect and block suspect
connections, limit or disable affected services, isolate affected
systems, and collect evidence for subsequent analysis.
Cryptography

One of the primary reasons that intruders can be successful is
that most of the information they acquire from a system is in a
form that they can read and comprehend. One solution to this
problem is, through the use of cryptography, to prevent
intruders from being able to use the information that they
capture.

Encryption is the process of translating information from its
original form (called plaintext) into an encoded,
incomprehensible form (called ciphertext). Decryption refers to
the process of taking ciphertext and translating it back into
plaintext. Any type of data may be encrypted, including
digitized images and sounds.

Cryptography secures information by protecting its
confidentiality. Cryptography can also be used to protect
information about the integrity and authenticity of data. For
example, checksums are often used to verify the integrity of a
block of information. Cryptographic checksums (also called
message digests) help prevent undetected modification of
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information by encrypting the checksum in a way that makes
the checksum unique.

The authenticity of data can be protected in a similar way. For
example, to transmit information to a colleague by email, the
sender first encrypts the information to protect its
confidentiality and then attaches an encrypted digital signature
to the message. When the colleague receives the message, he or
she checks the origin of the message by using a key to verify the
sender’s digital signature and decrypts the information using
the corresponding decryption key.

Notes:
MDb5sum - mporpamMma, HO3BOJISIONIAS BBIYMCIIATh 3HAYCHVIST
XelI-CyMM (KOHTPOJIBHBIX CYyMM) ¢paiios 1o ajiroputmy MDb.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1. In the face of the vulnerabilities and incident trends, a
robust defense requires a flexible strategy that allows
adaptation to the changing environment, well-defined
policies and procedures, the use of robust tools, and
constant vigilance.

2. Factors that contribute to the success of a security policy
include management commitment, technological
support for enforcing the policy, effective dissemination
of the policy, and the security awareness of all users.

3. Procedures address such topics as retrieving programs
from the network, connecting to the site’s system from
home or while traveling, wusing encryption,
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authentication for issuing accounts, configuration, and
monitoring.

Intruders often install packet sniffers to capture
passwords as they traverse networks during remote
login processes.

They squash the emissions of the genuine host using a
denial-of-service attack and then attempt to connect to a
target system using the address of the genuine host. To
counter these address-spoofing attacks and enforce
limitations on _authorized connections into the
organization’s network, it is necessary to filter all
incoming and outgoing network traffic.

Sophisticated  systems capable of reacting to
questionable network activity may be implemented to
disconnect and block suspect connections, limit or
disable affected services, isolate affected systems, and
collect evidence for subsequent analysis.

When the colleague receives the message, he or she
checks the origin of the message by using a key to verify
the sender’s digital signature and decrypts the
information using the corresponding decryption key.

2. Answer the following questions:

1.

ISE IO

How can management contribute to the development of
the security policy?

What are good security practices for the users?

What are the advantages of a one-time password?

How can the authenticity of data be protected?

What is a checksum for?

3. Translate into English:

Mepe1 110 3ammure.

1)

Ycranosure avpsor  (firewall).2) YcraHosure

a"TBUpycHoe m aHTmumoHckoe I1O. AntmBupycnoe I10
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IIOJDKHO 3aITyCcKaTbCsl aBTOMaTHdecky Ipu 3arpyske Windows
paboTaTe  IIOCTOSIHHO,  HpoBepsia  3allyCcKaeMmble  BaMu
HporpaMMsbl B poHOBOM pexkmme. OOs13aTe/IbHO IIpoBepsiViTe Ha
BUPYCHl Tlepell IIepBbIM 3aIlyCKOM JIIOOble IpOTrpaMMBI,
KOTOpble Bbl TIe-Inbo cKaumBaeTe wiyu Iokymaere. 3) He
yCTaHaBJ/IVBaTe VUIV YAaIuUTe JIVIIIHVE HeHYXXHbIe CITy>KObI
Windows, koTopele He wcHO/Ib3yeTe. DTO  OrpaHWYUT
BO3MOXKHOCTM XaKepOB I10 JOCTYITy K BallleMy KOMIIBIOTepY. 4)
He orkpbiBaviTe mHOmO3pUTeIbHBIE IIICbMa  CTPAHHOIO
IPOVICXOXIeHWs], He IOfJlaBaiTech Ha cojep Kallyecs B HUX
COMHUTEIIbHBIE — IIpeIUIOKeHMs  JIETKOro  3apaboTKa, He
BBICBUIAVITe HMKOMY IIapojiM OT BalllMX aKKayHTOB, He
OTKpBIBaiTe HNPUKpPEIUVIEHHBIe K IIMCbMaM II0J03pUTesIbHbIe
damwisl M He IlepexoguUTe IO COfepXKalMMcs B HUX
HOAO3pUTEIBHBIM ccbUIKaM. 5) He wcnone3ynTe mpocTeie
napoy. He vcrionb3yviTe ofgyiH 1 TOT e HapoJib Ha Bce CTydam
Xm3HN. 6) byapre ocTtopoxHBI mpu BbIxome B VIHTepHeT m3
MecT obliero mosb3oBaHMs (HampuMmep, VIHTepHeT-Kade), a
TakKe IIPW WCIOJIb30BaHUM IPOKCU-cepBepoB. Ilapommy,
KOTOPBIVI BBl BBOOAWTE, B 3TOM Cjlydae, C OoJIbIen
BEPOATHOCTBIO MOTYT OBITh YKpafeHsbL. 7) ITpu ucronb3oBaHmm
JIEKTPOHHBIX IUIAaT&XKHBIX CUCTEeM THUIla webmoney wim
SInpexkc-meneru, pabora ¢ HUMK dYepe3 Beb-mMHTepderic
ABJIIeTC MeHee 0e30IlacHOV, YeM ecjIM Bbl CKadaeTe W
yCTaHOBUTe CHelaIbHYIo ITporpammy (webmoney keeper).

4. Give the summary of the text using the key terms.

BIOMETRIC SECURITY TECHNOLOGY

Read the following words and word combinations and use
them for understanding and translation of the text:

to forge - monmenare
retina - ceTgyaTKa
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iris — pagy>kka (r;1asa)

gait - moxogka

moire fringe patterns — MHTEepdepeHIMOHHBIV Myap
ultrasonics — ysIpTpa3sByKoBoe M3IydeHMe
optical coupler — onTmaeckmi1 pa3BeTBUTEIIb
pupil - 3pauok

template-matching — cpaBHeHme c 1m1a610HAMM
scam artist - adpepucr

frequent-flyer — IOocTOAHHBIV aBMaIIaCCAXKMUP
lock-down — 3amop, 6;10kMpoBKa

sensitive data — ys3BuMMBbIe TaHHBIE

to enlist — BKJIIOYMTH B CIIMICOK

covert surveillance — ckpnITOe Hab/TIOIEHME
template - ma6s10H

Biometrics is gaining increasing attention these days. Security
systems, having realized the value of biometrics, use biometrics
for two basic purposes: to verify or identify users. There are a
number of biometrics and different applications need different
biometrics.

Biometric is the most secure and convenient authentication tool.
It can not be borrowed, stolen, or forgotten and forging one is
practically impossible. Biometrics measure individual's unique
physical or behavioral characteristics to recognize or
authenticate their identity. Common physical biometrics
include fingerprints, hand or palm geometry, retina, iris, and
facial characteristics. Behavioral characters characteristics
include signature, voice, keystroke pattern, and gait. Of this
class of biometrics, technologies for signature and voice are the
most developed.

There are many biometric technologies to suit different types of
applications. Here comes a list of biometrics:

Fingerprints - A fingerprint looks at the patterns found on a
fingertip. There are a variety of approaches to fingerprint
verification, such as traditional police method, using pattern-
matching devices, and things like moire fringe patterns and
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ultrasonics. This seems to be a very good choice for in-house
systems.

Hand geometry. This involves analyzing and measuring the
shape of the hand. It might be suitable where there are more
users or where users access the system infrequently. Accuracy
can be very high if desired, and flexible performance tuning
and configuration can accommodate a wide range of
applications. Organizations are using hand geometry readers in
various scenarios, including time and attendance recording.
Retina. A retina-based biometric involves analyzing the layer of
blood vessels situated at the back of the eye. This technique
involves using a low intensity light source through an optical
coupler to scan the unique patterns of the retina. Retinal
scanning can be quite accurate but does require the user to look
into a receptacle and focus on a given point.

Iris. An iris-based biometric involves analyzing features found
in the colored ring of tissue that surrounds the pupil. This uses
a fairly conventional camera element and requires no close
contact between the user and the reader. Further, it has the
potential for higher than average template-matching
performance.

Face. Face recognition analyses facial characteristics. It requires
a digital camera to develop a facial image of the user for
authentication. Because facial scanning needs extra peripheral
things that are not included in basic PCs, it is more of a niche
market for network authentication. However, the casino
industry has capitalized on this technology to create a facial
database of scam artists for quick detection by security
personnel.

Signature. Signature verification analyses the way user signs
his name. Signing features such as speed, velocity, and pressure
are as important as the finished signature's static shape. People
are used to signatures as a means of transaction-related identity
verification.

Voice. Voice authentication is based on voice-to-print
authentication, where complex technology transforms voice
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into text. Voice biometrics requires a microphone, which is
available with PCs nowadays. Voice biometrics is to replace the
currently used methods, such as PINs, passwords, or account
names. But voice will be a complementary technique for finger-
scan technology as many people see finger scanning as a higher
authentication form.

Uses of Biometrics

For decades, many highly secure environments have used
biometric technology for entry access. Today, the primary
application of biometrics is in physical security: to control
access to secure locations (rooms or buildings). Biometrics
permit unmanned access control. Biometric devices, typically
hand geometry readers, are in office buildings, hospitals,
casinos, health clubs and lodges. Biometrics are useful for high-
volume access control. There are several promising prototype
biometric applications. One of them, EyeTicket, links a
passenger's frequent-flyer number to an iris scan. Some of the
US airports use a sort of hand geometry biometric technology
for performing citizen-verification functions.

It is also expected that virtual access is the application that will
move biometrics for network and computer access. Physical
lock-downs can protect hardware, and passwords are currently
the most popular way to protect data on a network. Biometrics
can increase a company's ability to protect its sensitive data by
implementing a more secure key than a password. Using
biometrics also allows a hierarchical structure of data
protection, making the data even more secure. Biometric
technologies further help to enhance security levels of access to
network data.

E-commerce developers are exploring the use of biometrics and
smart cards to more accurately verify a trading party's identity.
Banks are bound to use this combination to better authenticate
customers and ensure non-repudiation of online banking,
trading and purchasing transactions. Point-of-sales (POS)
system vendors are working on the cardholder verification
method, which would enlist smart cards and biometrics to
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replace signature verification. Biometrics can help to obtain
secure services over the telephone through voice
authentication..

The last interesting application is for covert surveillance. Using
facial and body recognition technologies, researchers hope to
use biometrics to automatically identify known suspects
entering buildings or traversing crowded security areas such as
airports.

Future Research Directions

Although companies are using biometrics for authentication in
a variety of situations, biometric technologies are evolving and
emerging towards a large scale of use. Standards are coming
out to provide a common software interface to allow sharing of
biometric templates and to permit effective comparison and
evaluation of different biometric technologies. One of them is
the Common Biometric Exchange File Format, which defines a
common means of exchanging and storing templates collected
from a variety of biometric devices.

Biometric assurance - confidence that a biometric can achieve
the intended level of security - is another active research area.
Another interesting thing to be examined is combining
biometrics with smart cards and public-key infrastructure
(PKI). A major problem with biometrics is how and where to
store the user's template. Because the template represents the
user's personal characters, its storage introduces privacy
concerns. Also storing the template in a centralized database
paves for attack and compromise. On the other hand, storing
the template on a smart card enhances individual privacy and
increased protection from attack, because individual users
control their own templates. Vendors enhance security by
placing more biometric functions directly on the smart card.
Some vendors like Biometric Associates, have built a fingerprint
sensor directly into the smart card reader, which in turn passes
the biometric to the smart card for verification.

PKI uses public- and private-key cryptography for user
identification and authentication. It has some advantages over
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biometrics as it is mathematically more secure and it can be
used across the Internet. The main drawback of PKI is the
management of the user's private key. To be secure, the private
key must be protected from compromise and to be useful, the
private key must be portable. The solution is to store the private
key on a smart card and protect it with biometric. There are
proposals for integrating biometrics, smart cards and PKI
technology for designing Smart Access common government ID
cards.

Notes:

PIN (Personal Identification Number) - guuHBT
OII03HaBaTeIbHBIVI HOMEP, aHAJIOT TIapOJIsL.

EyeTicket - nmporpammHoe obecriedueHue I paclio3HaBaHMS
Iaccaxxvipa 1o pay>kKHOV 000JI0UKe IIa3a.

Smart card - IDrTacTMKOBas KapTra CO  BCTPOEHHOM
MUKPOCXEMOV, KOHTPOJIMPYIOLIEN YCTPOVICTBO M HOCTYII K
oOBeKTaM IaMST.

Common Biometric Exchange File Format - equusiiz dpopmar
HpefcTaB/IeHNs O11OMeTpIYecKmX JaHHBIX.

Point-of-Sales system - mporpaMMHo-annapaTHbIVI KOMIUIEKC,
dyHKIIMOHMpYIOmMIT Ha 0ase dprckabHOTO perncrpaTopa. 3a
CHICTEMOV 3aKpeIlIeH TUIIMYHBIN HabOop KacCOBBIX (PYHKIINTA.
PKI (Public Key Infrustructure) - ma}ppacTpyKTypa OTKPBITBIX
wnouert. HabGop cpencTs, pachpenesieHHBIX CIyXO u
KOMITOHEHTOB, WCIIOJIb3yeMbIX I MOMJIePXKKM KpuUIITo3agad
Ha OCHOBE OTKPBITOTO ¥ 3aKPBITOTO KITIOYers.

ID (Identifier) - wneHTUdUKaTOpP, YHMKaJIBHBIV IIPU3HAK
00BbeKTa, ITO3BOJIAIONINI OTJINYATh €ro OT IPYIX 0ObeKTOB.

Assignments
1. Translate the sentences from the texts into Russian in

writing paying attention to the underlined words and
phrases:
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Common physical biometrics include fingerprints, hand
or palm geometry, retina, iris, and facial characteristics.
Behavioral characters characteristics include signature,
voice, keystroke pattern, and gait.

There are a variety of approaches to fingerprint
verification, such as traditional police method, using
pattern-matching devices, and things like moire fringe
patterns and ultrasonics. This seems to be a very good
choice for in-house systems.

Accuracy can be very high if desired, and flexible
performance  tuning and  configuration can
accommodate a wide range of applications.

A retina-based biometric involves analyzing the layer of
blood vessels situated at the back of the eye. This
technique involves using a low intensity light source
through an optical coupler to scan the unique patterns
of the retina.

An_iris-based biometric involves analyzing features
found in the colored ring of tissue that surrounds the
pupil.

Voice authentication is based on voice-to-print
authentication, where complex technology transforms
voice into text.

There are several promising prototype biometric
applications. One of them, EyeTicket, links a passenger's
frequent-flyer number to an iris scan.

Point-of-sales (POS) system vendors are working on the
cardholder verification method, which would enlist
smart cards and biometrics to replace signature
verification.

Some vendors like Biometric Associates, have built a
fingerprint sensor directly into the smart card reader,
which in turn passes the biometric to the smart card for
verification.
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2. Answer the following questions:

—_

What is the goal of biometrics?

Why is biometrics the most secure means of security?

3. What are biometric technologies? Characterize them in
brief.

4. How can biometrics be used for secure network and
computer access?

5. Why does storing a user's biometrics templates present a

problem?

N

3. Translate into English:

Ha pmaHHBII MOMEHT cHUCTeMBl pacllO3HaBaHMSA 110
OoTTIevyaTKaM TaJIbLIEB 3aHVMAIOT OoJtee I1IOJIOBVIHBI
OvoMeTpuyeckoro  pbIHKa. MHOXECTBO  POCCUVICKMX U
3apyOeXXHBIX KOMIIaHWMI 3aHVMMAIOTCS ITPOM3BOICTBOM CUCTEM
yIpaBIeHsI IOCTYIIOM, OCHOBaHHBIX Ha MeToe
JaKTwiIockonuueckon waeHTnduKaunn. Ilo mpuumze Toro,
YTO 5TO HaIlpaBJIeHVe SBJISeTCs OOHVM M3 CaMbIX JaBHUIITHMX,
OHO IIOJIy4MIIO HanOoJIbIllee pacIpoCcTpaHeHMe U SIBIISIeTCS Ha
CETONHAIIHWUII JIeHb caMbIM paspaboraHHbM. CKaHepbl
OTIIEYATKOB IaJIbIIEB IPOIIUIN JEeVICTBUTEILHO IJIMHHBIV ITyTh K
yny4dmenvio. CoBpeMeHHbIe CCTeMbl OCHAIIIeHBI Pa3/IMYHbIMU
JaTuMKaMy (TeMrlepaTypbl, CWIbl HaXaTus M T.IL), KOTOpBIe
IIOBBIIIAIOT CTEeHb 3aIIMUThl OT ImoametoK. C KaXXOIbIM JTHEM
CUCTEMBI CTAHOBITCS Bce Dojiee y,ILO6HbIMT/I " KOMIIaKTHBIMU.
ITo cytn, paspaboTuMKM JOCTUIIIV yXe HEKOero Iipereina B
HJaHHOV 00J1acTy, M pasBMBaTh MeTOo[ Jasiblie Hekyna. Kpome
TOT0, OOJIBIITMHCTBO KOMIIAHMVI IIPOVI3BOJISIT TOTOBBIE CHCTEMBI,
KOTOpbIe OCHAaIIleHbI BCEM HeOOXOIVIMBIM, BKJIIOYad
IporpaMMHOe olecrteueHue. VIHTerpaTopam B 3TOV 00JacTu
IIpOCTO HeT HeOOXOIMMOCTI coOupaTh crcTeMy
CaMOCTOSITEJIIBHO, TaK KaK 3TO HEBBITOJHO ¥ 3ariMeT OoJIbIie
BpeMeHU ¥ CWI, YeM KYIIUTh I'OTOBYIO U YK€ HeoOpOryIo IIpu
3TOM CHCTeMY, TeM OoJlee BBIOOP OyIieT IeVICTBUTEIBHO IIVPOK.
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4. Give the summary of the text using the key terms.
Topics for essays (you might need additional information):

e An overview of possible threats and attacks.

e Technical trends affecting software security.

e Security goals.

e Preventive measures are the key point in the provision
of software security.

e Identity theft.
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CRYPTOGRAPHY AND DATA ENCRYPTION
TERMINOLOGY

Read the following words and word combinations and use
them for understanding and translation of the text:

thereof - cooTBeTcTBEHHO

thorough - TImaTenpHBI

undecipherable code — kKo, He ITOITATOIIIMVICS
pacumdgpoBke

forgery - mogmenka

cipher - mmdp

to derive from ... - mpoucxognTh M3...

Cryptography and encryption have been used for secure
communication for thousands of years.

Throughout history, military communication has had the
greatest influence on encryption and the advancements thereof.
The need for secure commercial and private communication has
been led by the Information Age, which began in the 1980s.
Although the Internet had been invented in the late 1960s, it did
not gain a public face until the World Wide Web was invented
in 1989. This new method of information exchange has caused a
tremendous need for information security. A thorough
understanding of cryptography and encryption will help
people develop better ways to protect valuable information as
technology becomes faster and more efficient.

Cryptography is the science or study of techniques of secret
writing and message hiding. Cryptography constitutes any
method in which someone attempts to hide a message, or the
meaning thereof, in some medium.

Encryption is one specific element of cryptography in which
one hides data or information by transforming it into an
undecipherable code. Encryption typically uses a specified
parameter or key to perform the data transformation. Some
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encryption algorithms require the key to be the same length as
the message to be encoded, yet other encryption algorithms can
operate on much smaller keys relative to the message.
Decryption is often classified along with encryption as its
opposite. Decryption of encrypted data results in the original
data.

Encryption is used in everyday modern life. Encryption is most
used among transactions over insecure channels of
communication, such as the Internet. Encryption is also used to
protect data being transferred between devices such as
automatic teller machines (ATMs), mobile telephones, and
many more. Encryption can be used to create digital signatures,
which allow a message to be authenticated. When properly
implemented, a digital signature gives the recipient of a
message reason to believe the message was sent by the claimed
sender. Digital signatures are very useful when sending
sensitive email and other types of digital communication. This
is relatively equivalent to traditional handwritten signatures, in
that, a more complex signature carries a more complex method
of forgery.

A cipher is an algorithm, process, or method for performing
encryption and decryption. A cipher has a set of well-defined
steps that can be followed to encrypt and decrypt messages.
The operation of a cipher usually depends largely on the use of
an encryption key. The key may be any auxiliary information
added to the cipher to produce certain outputs.

Plaintext and ciphertext are typically opposites of each other.
Plaintext is any information before it has been encrypted.
Ciphertext is the output information of an encryption cipher.
Many encryption systems carry many layers of encryption, in
which the ciphertext output becomes the plaintext input to
another encryption layer. The process of decryption takes
ciphertext and transforms it back into the original plaintext.

In efforts to remain secure, governments have employed staff
for studying encryption and the breaking thereof.
Cryptanalysis is the procedures, processes, and methods used
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to translate or interpret secret writings or communication as
codes and ciphers for which the key is unknown.

Even though the goal has been the same, the methods and
techniques of cryptanalysis have changed drastically through
time. These changes derive from an attempt to adapt to the
increasing complexity of cryptography. Due to the tremendous
advantage of knowing the enemy's thoughts, war is the main
driving force of cryptanalysis. Throughout history many
governments have employed divisions solely for cryptanalysis
during war time. Within the last century, governments have
employed permanent divisions for this purpose.

Notes:
ATM (Automatic Teller Machine) - Gankomar

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. Throughout history, military communication has had
the greatest influence on encryption and the
advancements thereof.

2. Although the Internet had been invented in the late
1960s, it did not gain a public face until the World Wide
Web was invented in 1989.

3. A thorough understanding of cryptography and
encryption will help people develop better ways to
protect valuable information as technology becomes
faster and more efficient.
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4. Cryptography constitutes any method in which
someone attempts to hide a message, or the meaning
thereof, in some medium.

5. When properly implemented, a digital signature gives
the recipient of a message reason to believe the message
was sent by the claimed sender. Digital signatures are
very useful when sending sensitive email and other
types of digital communication.

6. Plaintext is any information before it has been

encrypted.
7. Ciphertext is the output information of an encryption
cipher.

8. Due to the tremendous advantage of knowing the
enemy's thoughts, war is the main driving force of
cryptanalysis.

9. Throughout history many governments have employed
divisions solely for cryptanalysis during war time.

2. Answer the following questions:

1. What is the difference between cryptography and
cryptanalysis?

How can encryption be used in everyday life?

What does the operation of the cipher depend on?

What are the interrelations of a plaintext and ciphertext?
What is the main driving force of cryptanalysis?

ISR

3. Translate into English:

Kpunirorpacdmsi — Hayka O MaTeMaTHMYeCcKMX MeTofax
obecrieyeHVsi  KOHMPUIEHIMAIBHOCTYI M ayTEHTUYHOCTU
nHdopMarn. VsHadapHO Kpunrorpadus mM3ydasa MeTOIbI
mmdpoBaHms MHPOPMaIUy — oOpaTMoro Impeodpa3oBaHVIs
OTKPBITOTO  (MICXOIHOTO) TeKCTa Ha OCHOBE CEKPETHOTO
aroputMa  U/WiM  KIoda B IIMEAPOBAHHBEI  TEKCT
(umdprekcr). TpammimoHHas Kpunrorpadmus obpasyer
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pasmest  CMMMETPUYHBIX — KPUIITOCKCTEM, B KOTOPBIX
sammdposaHre 1 pacmmdpoBaHMe — IPOBOAUTCS  C
VICIIOJIb30BaHMEM OJJHOTO ¥ TOTO JXe CEeKPeTHOro KJIIova.
I[TomrMo 3TOro pasgeria CcoBpeMeHHasi Kpurrorpadmst
BKJIIOYaeT B ce0sl acMMeTpUYHble KPUIITOCUCTEMBI, CUCTEMBbI
3JIEKTPOHHOM 1 poson TIOZIIVICH, xelI-PyHKIINY,
yIIpaBjIeHVe KIIouaMy, IOJIy4YeHMe CKpPBITOV WHQOpMaIm,
KBaHTOBYIO KpHUIITOrpadmro.

Kpunroanams — Hayka 0 MeTOZax IOTy9eHVIsI ICXOTHOTO
3Ha4eHMs 3almdpoBaHHON MHQOPMaLMY, He Mes J0CTyIa K
ceKpeTHOV MHPOpManym (KITI04y), HeoOXOIMMOV I 3TOro. B
OOJBIIVHCTBE ~ CJIy4aeB IO~ 3TUM IO pa3yMeBaeTcs
HaXOXIeHne  KIo4Ya. B  HeTeXHWYeCcKMX  TepMMHaXx,
KpUIITOAHAJIN3 eCTh B3JIOM Indpa (Koga).

Ilon TepMMHOM «KpWIITOQHAIM3» TaKXe ITOHVMMAETCS
HOIbITKA  HaWTW  yS3BUMOCTB B KpuHTOorpadmdeckom
QITOpUTMe WIV IHPOTOKOse. Pe3ysbraTel KpWUIITOAHAIV3A
KOHKPETHOTO I pa HasbIBAIOT KPUIITOTPadPUIecKON aTaKom
Ha 3TOoT HmMdp. YcoemHyo XKpunTorpadmyeckyo araky,
IIOJIHOCTBIO  JIMCKPEOUTUPYIOIIYIO  aTakyeMeln  Immdp,
Has3bIBAIOT B3JIOMOM VIV BCKPBITVEM.

4. Give the summary of the text using the key terms.

HISTORICAL CRYPTOGRAPHY

Read the following words and word combinations and use
them for understanding and translation of the text:

scribe - mepernmcunk

inscription - HagIIAICH

substitution cipher - nomcranoBouHbI )P
parchment - mneprameHT

to wind - HamaTbIBaTh

length-wise - mo nyHe
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a transposition cipher - mepecranoBouHbI MNP
to overtake - onepe’xatp

grid - pemeTka

offset - cIBMHYTBIVI

gibberish - 6eccmbIcIeHHBI

to intercept - mepexsaTrpiBaThL

brute force method - monGop MeTomoM rpy6ov1 cmIbI
overconfidence - caMOHaIesTHHOCTh

to map - npeoGpasoBath

stepping switch - I11aroBbIvI mepeKsIrouaTesIb
renowned - Ipoc/IaBJIEHHBIN

Ancient Egypt

The earliest known text containing components of
cryptography originates in the Egyptian town Menet Khufu on
the tomb of nobleman Khnumhotep II nearly 4,000 years ago. In
about 1900 B.C. Khnumhotep's scribe drew his master's life in
his tomb. As he drew the hieroglyphics he used a number of
unusual symbols to obscure the meaning of the inscriptions.
This method of encryption is an example of a substitution
cipher, which is any cipher system which substitutes one
symbol or character for another.

As the Egyptian culture evolved, hieroglyphic substitution
became more common. This method of encryption was
relatively easy to break for those who could read and write.
There are several possibilities why the Egyptians would use the
sacred nature of their religious rituals from common
cryptography is that the scribes wanted to give a formal
appearance to their writings. This seems to be very similar to
formal complicated language used in any modern legal
document. Egyptian cryptography could also have been a way
for a scribe to impress others by showing that he could write at
a higher level.
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Greece

In about 500 B.C. the Spartans developed a device called
Scytale, which was used to send and receive secret messages.
The device was a cylinder in which a narrow strip of parchment
was wound. The message was then written length-wise on the
parchment. Once it was unwound the message on the strip of
parchment became unreadable. To receive the message an
identical cylinder was needed. It was only then that the letters
would line up resulting in the original message.

The Scytale is an example of a transposition cipher, which is
any cipher system that changes the order of the characters
rather than changing the characters themselves. In today's
standards, the Scytale would be very easy to decipher,
however, 2,500 years ago the percent of people that could read
and write was relatively small. The Scytale provided the
Spartans a secure method of communication.

Rome

The earliest recorded military use of cryptography comes from
Julius Caesar 2,000 years ago. Caesar, being commander of the
Roman army, solved the problem of secure communication
with his troops. The problem was that messengers of secret
military messages were often overtaken by the enemy. Caesar
developed a substitution cipher method in which he would
substitute letters for different letters. Only those who knew the
substitution used could decipher the secret messages. Now
when the messengers were overtaken the secret messages were
not exposed. This gave the Roman army a huge advantage
during war.

Caesar typically just shifted his letters by some predetermined
number. This number was the cipher key of his algorithm. A
randomized order of substitution yields a much larger amount
of security due to the larger amount of possible orderings.
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Alberti-Vigenere Cipher

During the mid 1400s a man named Leon Battista Alberti
invented an encryption system using a cipher disk. This was a
mechanical device with sliding disks that allowed for many
different methods of substitution. This is the base concept of a
polyalphabetic cipher, which is an encryption method which
switches through several substitution ciphers throughout
encryption. Alberti never developed his cipher disk concept.

In the 1500s Blaise De Vigenere, following Alberti's
polyalphabetic cipher style, created a cipher that came to be
known as the Vigenere Cipher. The Vigenere Cipher works
exactly like the Caesar except that it changes the key
throughout the encryption process. The Vigenere Cipher uses a
grid of letters that give the method of substitution. This grid is
called a Vigenere Square or a Vigenere Table. The grid is made
up of 26 alphabets offset from each other by one letter.

The method of changing from one key to another follows one
simple pattern. The encryption key was chosen as a special
secret word. The corresponding letter is then substituted for the
plaintext character. This method is repeated through all
characters of the key word. After all characters of the key word
are used, the word is just repeated.

Jefferson Wheel Cipher

In the late 1700s, Thomas Jefferson came up with a cipher
system very similar to the Vigenere Cipher except with higher
security. His invention was 26 wheels with the alphabet
randomly scattered on each wheel. The wheels were numbered
and ordered with a specified order. This order is the key to the
encryption algorithm.

To message to be encrypted on the wheels lining up is made on
the wheels such that the message is present. The ciphertext is
any other line besides the line containing the original message.
The person decrypting the ciphertext must have the wheels in
the proper order. As the ciphertext is made on the wheels, the
plaintext is lined up somewhere else on the wheels. A visual
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scan can quickly result in finding the original text. There is an
extremely small chance that two non-gibberish messages will
emerge on the disk during decryption.

Zimmerman Telegram

In early 1917, during the early stages of World War I, British
cryptographers encountered a German encoded telegram. This
telegram is often referred to as the Zimmerman Telegram.
These cryptographers were able to decipher the telegram, and
in doing so they changed cryptanalysis history. Using this
deciphered message, they were able to convince the United
States to join the war.

The Zimmerman Telegram was a secret communication
between the Foreign Secretary of the German Empire, Arthur
Zimmerman, and the German ambassador in Mexico, Heinrich
von Eckardt. The telegram contained an offer for Mexico to
reclaim its territory of New Mexico, Texas, and Arizona if it
joined the German cause.

Choctaw Codetalkers

As WWI went on, the United States had the continuing problem
of the lack of secure communication. Almost every phone call
made was intercepted by the Germans, leaving every move
made by the allies known to the Germans. Army commander,
Captain Lewis devised a plan that utilized American Indian
languages. He found eight Choctaw men in the battalion and
used them to talk to each other over radio and phone lines.
Their language was valuable because ordinary codes and
ciphers of a shared language can be broken, whereas codes
based on a unique language must be studied extensively before
beginning to decode them. Within 24 hours of using the
Choctaw language as encryption, the advantage fell in favor of
the United States. Within 72 hours, the Germans were retreating
and the allies were in full attack.
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Enigma Encryption Machine

At the end of World War I, Arthur Scherbius invented the
Enigma, an electro-mechanical machine that was used for
encryption and decryption of secret messages. Because of the
numerous configurations, the Enigma was virtually
unbreakable with brute force methods.

It wasn't until World War II that the Enigma gained its fame.
Due to the Enigma's statistical security, Nazi Germany became
overconfident about their ability to encrypt secret messages.
This overconfidence caused the downfall of the Enigma. Along
with numerous German operator errors, the Enigma had
several built-in weaknesses that Allied cryptographers
exploited. The major weakness was that its substitution
algorithm did not allow any letter to be mapped to itself. This
allowed the Allied cryptographers to decrypt a vast number of
ciphered messages sent by Nazi Germans.

Purple

While the Allied forces were focusing on cracking the German
Enigma, the Japanese developed an encryption machine called
Purple. In contrast to the Enigma's rotors, Purple was made
using stepping switches commonly used for routing telephone
signals. During the war, the Japanese were most efficient in
destroying their encryption machines. Currently, not one
complete Purple machine has been discovered.

Because the Japanese were so good at keeping their encryption
methods secret, the United States cryptographers had a hard
time decrypting their messages. William Friedman, a renowned
cryptographer, and his team built a replica of Purple based only
on the encrypted messages recovered. Because they had never
seen a Purple machine and didn't know how it worked, this
proved to be very difficult. Eventually the team figured out the
encryption method used by Purple, and were able to build a
different machine for the decryption of it. This advancement
allowed the United States to access the Japanese diplomatic
secrets in World War L.
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Notes:

Khnumhotep - peBHeermmeTckmii BbICOKOIIOCTABJIEHHBIV
HIPVIBOPHBIV BEJIBMOXKA.

B.C. (Before Christ) - mo Harte 3psl.

Scytale - mmdp [Hpesnen Cmaprtel, mpudop ISt
IepecTaHOBOYHOTO M POBaHMs.
Choctaw - xopenHomt Hapon CIIIA, mnpoXMBaBIIVIA

VMI3Ha4YaJIbHO Ha I0Or0-BOCTOKe.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1. Inabout 1900 B.C. Khnumhotep's scribe drew his
master's life in his tomb. As he drew the hieroglyphics
he used a number of unusual symbols to obscure the
meaning of the inscriptions.

2. The device was a cylinder in which a narrow strip of
parchment was wound. The message was then written
length-wise on the parchment.

3. The Scytale is an example of a transposition cipher,
which is any cipher system that changes the order of the
characters rather than changing the characters
themselves

4. Only those who knew the substitution used could
decipher the secret messages. Now when the
messengers were overtaken the secret messages were
not exposed.

5. A randomized order of substitution yields a much larger
amount of security due to the larger amount of possible

orderings.
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6. There is an extremely small chance that two non-
gibberish messages will emerge on the disk during
decryption.

7. Because of the numerous configurations, the Enigma
was virtually unbreakable with brute force methods.

8. The major weakness was that its substitution algorithm
did not allow any letter to be mapped to itself.

2. Answer the following questions:

How does the substitution cipher work?

What is a Scytale?

What is a transposition cipher?

What idea underlies the Vegenere Cipher?

Why is it more difficult to break the code based on a
unique language?

6. What is the Enigma known for?

AN .

3. Translate into English:

Kpunirorpadusa - tammnonmce. Tepmun ssenn /1. Bamc.
ITorpebHocTs mmMdpoBaTh W IlepedaBaTh IIMdpoBaHHBIE
CcoOoOIIIeHMs BO3HMKIIa OUYeHb TaBHo. Tax, erte B V-IV BB. o H. 3.
rpeKy IpUMeHsUIN crielaibHoe mmdpyoiee ycrponcTso. 1o
onucanmto IDIyrapxa, OHO cocTosZIo W3 [ABYX IaJIOK
OIVMHAKOBOVI UIMHBI M ToimmmHbl. OpHy ocTaBsum cebe, a
APYIrylo OTHaBal OTBbe3XKamlleMy. DTU MaJky Has3blBaIn
ckutatami.  Korpa mpaBuTessiM Hy>XXHO OBUIO  COOOIIUTH
KaKyIO-HMOyIb BaXXHYIO TallHy, TOTAa BBIpe3aM JIMHHYIO U
y3Ky10, Bpofle peMHs, MOJIoCy Ianupyca, HaMaTbIBaJI ee Ha
CBOIO CKUTaJIy, He OCTaBJIsisd Ha Hell HMKaKOTro IIPOMeXXYTKa, TaK
YTOOBI BCs TTIOBEPXHOCTD MaJIKM ObUIa OxBaueHa 3TOV ITOJIOCOTL.
3aTeM, OCTaBJIsd HAIIMPyC Ha CKUTaJle B TOM BUle, KaK OH eCTb,
HvicaIi Ha HeM BCe, UTO HY)KHO, a HaIliicaB, CHUMaJIN I10JIOCY 1
Oe3 masky oTHpaBIsuM agpecary. Tak Kak OykBbl Ha He
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pasOpocaHbI B Oecriopsijike, TO IIpOYMTaTh HaIl¥iCAHHOe OH MOT,
TOJIBKO B35IB CBOIO CKMUTa/Iy ¥ HaMOTaB Ha Hee 0e3 IIPOITyCKOB
3Ty I10JIOCY.

ApucTOTeITIo MpUHAIEXUT CIIocob meridpoBaHms 3TOTO
mmdppa. Hago wsroroBuTs IMHHBII KOHYC W, HadyuHas C
OCHOBaHNs, OOepTHIBATh €ro JIEHTOM C MM pOBaHHBIM
coo011ieHMeM, IOCTeIIeHHO CABUTas ee K BeplyHe. B Kakoii-To
MOMEHT Ha4HYyT IIpocMaTpuBaTbca KycKm coobmeHms. Tax
MO>XXHO OIIpeIeJIUTh AMaMeTp CKUTaIbL.

4. Give the summary of the text using the key terms.

MODERN ENCRYPTION

Read the following words and word combinations and use
them for understanding and translation of the text:

one-time pad - 6;7TI0KHOT 0OTHOPa30BOTO VMCIIOIL30BAHNA

to withstand - mpoTnBocTOATH

prior to... - mepen yeM-1100

to be referred to as... - Ha3pIBaTbCA

flaw - ommbxa

staggering - oIIe;IOMJIAIOIINTA

power (31.) - cTelleHb

conventional computers — TpaagMIMOHHBIE KOMIIBIOTEPHI

to listen in - mopcimymare

key distribution problem — 3amaua pacnpenesreHust KiIrouen

Until the 1990s, cryptology was based on algorithms -- a
mathematical process or procedure. These algorithms are used
in conjunction with a key, a collection of bits (usually numbers).
Without the proper key, it's virtually impossible to decipher an
encoded message, even if you know what algorithm to use.

The "one-time pad" encryption algorithm was invented in the
early 1900s, and has since been proven as unbreakable. The one-
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time pad algorithm is derived from a previous cipher called
Vernam Cipher, named after Gilbert Vernam. The Vernam
Cipher was a cipher that combined a message with a key read
from a paper tape or pad. The Vernam Cipher was not
unbreakable until Joseph Mauborgne recognized that if the key
was completely random the cryptanalytic difficultly would be
equal to attempting every possible key. Even when trying every
possible key, one would still have to review each attempt at
decipherment to see if the proper key was used. The
unbreakable aspect of the one-time pad comes from two
assumptions: the key used is completely random; and the key
cannot be used more than once. The security of the one-time
pad relies on keeping the key 100% secret. The one-time pad is
typically implemented by using a modular addition (XOR) to
combine plaintext elements with key elements. The key used
for encryption is also used for decryption. Applying the same
key to the ciphertext results back to the plaintext.

If any non-randomness occurs in the key of a one-time pad, the
security is decreased and thus no more unbreakable. Numerous
attempts have been made to create seemingly random numbers
from a designated key. These number generators are called
Pseudo-Random Number Generators (PRNGs) because they
cannot give a completely random number stream. Even though
the security of a PRNG is not 100% unbreakable, it can provide
sufficient security when implemented correctly. PRNGs that
have been designated secure for cryptographic use are called
Cryptographically Secure Pseudo-Random Number Generators
(CSPRNGs). CSPRNGs have qualities that other PRNGs do not.
CSPRNGs must pass the "next-bit test" in that given the first k
bits, there is no polynomial-time algorithm that can predict the
(k+1)th bit with probability of success higher than 50%.
CSPRNGs must also withstand "state compromises." In the
event that part or all of its state is revealed, it should be
impossible to reconstruct the stream of random numbers prior
to the revelation.
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There are limitless possibilities for keys used in cryptology. But
there are only two widely used methods of employing keys:
public-key cryptology and secret-key cryptology. In both of
these methods (and in all cryptology), the sender (point A) is
referred to as Alice. Point B is known as Bob.

In the public-key cryptology (PKC) method, a user chooses
two interrelated keys. He lets anyone who wants to send him a
message know how to encode it using one key. He makes this
key public. The other key he keeps to himself. In this manner,
anyone can send the user an encoded message, but only the
recipient of the encoded message knows how to decode it. Even
the person sending the message doesn't know what code the
user employs to decode it.

PKC is often compared to a mailbox that uses two keys. One
unlocks the front of the mailbox, allowing anyone with a key to
deposit mail. But only the recipient holds the key that unlocks
the back of the mailbox, allowing only him to retrieve the
messages.

The other usual method of traditional cryptology is secret-key
cryptology (SKC). In this method, only one key is used by both
Bob and Alice. The same key is used to both encode and decode
the plaintext. Even the algorithm used in the encoding and
decoding process can be announced over an unsecured channel.
The code will remain uncracked as long as the key used
remains secret.

SKC is similar to feeding a message into a special mailbox that
grinds it together with the key. Anyone can reach inside and
grab the cipher, but without the key, he won't be able to
decipher it. The same key used to encode the message is also
the only one that can decode it, separating the key from the
message.

Both the secret-key and public-key methods of cryptology have
unique flaws. The problem with public-key cryptology is that
it's based on the staggering size of the numbers created by the
combination of the key and the algorithm used to encode the
message. These numbers can reach unbelievable proportions.

195



What's more, they can be made so that in order to understand
each bit of output data, you have to also understand every
other bit as well. This means that to crack a 128-bit key, the
possible numbers used can reach upward to the 1038 power.
That's a lot of possible numbers for the correct combination to
the key.

The keys used in modern cryptography are so large, in fact, that
a billion computers working in conjunction with each
processing a billion calculations per second would still take a
trillion years to definitively crack a key. This isn't a problem
now, but it soon will be. Current computers will be replaced in
the near future with quantum computers, which exploit the
properties of physics on the immensely small quantum scale.
Since they can operate on the quantum level, these computers
are expected to be able to perform calculations and operate at
speeds no computer in use now could possibly achieve. So the
codes that would take a trillion years to break with
conventional computers could possibly be cracked in much less
time with quantum computers. This means that secret-key
cryptology (SKC) looks to be the preferred method of
transferring ciphers in the future.

But SKC has its problems as well. The chief problem with SKC
is how the two users agree on what secret key to use. It's
possible to send a message concerning which key a user would
like to use, but shouldn't that message be encoded, too? And
how do the users agree on what secret key to use to encode the
message about what secret key to use for the original message?
There's almost always a place for an unwanted third party to
listen in and gain information the users don't want that person
to have. This is known in cryptology as the key distribution
problem.

RSA encryption, named for the surnames of the inventors,
relies on multiplication and exponentiation being much faster
than prime factorization. The entire protocol is built from two
large prime numbers. These prime numbers are manipulated to
give a public key and private key. Once these keys are
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generated they can be used many times. Typically one keeps
the private key and publishes the public key. Anyone can then
encrypt a message using the public key and send it to the
creator of the keys. This person then uses the private key to
decrypt the message. Only the one possessing the private key
can decrypt the message. One of the special numbers generated
and used in RSA encryption is the modulus, which is the
product of the two large primes. In order to break this system,
one must compute the prime factorization of the modulus,
which results in the two primes. The strength of RSA
encryption depends on the difficultly to produce this prime
factorization. RSA Encryption is the most widely used
asymmetric key encryption system wused for electronic
commerce protocols.

Notes:

One-time pad (mpyroe nHassanme Vernam Cipher) - cucrema
CMMeTpUYHOro ImmdpoBaHusd. SIBsdeTcs eIMHCTBEHHON
cucteMout M poBaHys, Il KOTOPOW JI0Ka3aHa aOCOIOTHas
Kpunrorpadmdeckasi CTOVKOCTb.

XOR (Exclusive or) - cjioxxeHMe 1o MomysIo 2, jormdeckas u
OwToBas orreparys.

Pseudo-Random  Number  Generator -  reHeparop
TICEBIOCITy YalfHbIX UVICEL.

Cryptographically  Secure = Pseudo-Random = Number
Generator - kpunrorpadudecknt 0e30IIacHBII TeHepPaTop
IICeBIOCITY YalfHbIX YVICe]L.

RSA encryption (ab0peBuarypa ot mmeHn Rivest, Shamir, and
Adleman) - xpunrorpadpwdeckuit aJIropuTM C OTKPBITBIM
KITIOYOM, OCHOBBIBAIOIINIICS Ha BBIYVICIIVTEIIBHOVI CJIIOKHOCTV
3afauv paKTOpM3aLVVL OOJIBIIVIX IIEJTBIX UVICEL.
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Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1.

The "one-time pad" encryption algorithm was invented
in the early 1900s, and has since been proven as
unbreakable.

Even when trying every possible key, one would still
have to review each attempt at decipherment to see if
the proper key was used.

The one-time pad is typically implemented by using a
modular addition (XOR) to combine plaintext elements
with key elements.

Numerous attempts have been made to create
seemingly random numbers from a_designated key.
CSPRNGs must pass the "next-bit test" in that given the
first k bits, there is no polynomial-time algorithm that
can predict the (k+1)th bit with probability of success
higher than 50%.

SKC is similar to feeding a message into a special
mailbox that grinds it together with the key.

RSA encryption, named for the surnames of the
inventors, relies on multiplication and exponentiation
being much faster than prime factorization.

One of the special numbers generated and used in RSA
encryption is the modulus, which is the product of the
two large primes. In order to break this system, one
must compute the prime factorization of the modulus,
which results in the two primes.
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2. Answer the following questions:

1. Is the one-time pad an wunbreakable means of
encryption?

2. What two assumptions does the unbreakable aspect of

the one-time pad come from?

What is the difference between PRNG and CSPRNG?

What is safer: PKC or SKC?

5. What can the strength of RSA encryption depend on?

Ll

3. Translate into English:

Kaxk OBl HM ObUIN CJIOKHBI " HaJ1e>XHbI
KpI/IHTOFpanquCKT/Ie CUCTEMBbI, WX ci1aboe  MecTo Ipn

IIPaKTUYeCKO pealm3aluy - IHpodiieMa paciperesieHns
Kmouert. JIiasg  Toro, uroOml  OBUI  BO3MOXeEH OOMeH
KOH(MAEHIIMaIbHOM vH)oOpMaren MEXTY OBYMS

cyowpextamm VIC, K104 JOJDKEH OBITH CreHepMpoBaH OOHVM 13
HUX, a 3aTeM KaKuMM-TO o0Opa3oM oOmarb ke B
KOHMMIEHITMATIFHOM IOpsiiKe IepenaH gpyromy. T.e. B oOmiem
olydae JUIS IHepedauM KII0OYa OISITh  Xe  Tpebyercs
VICIIOJIb30BaHMe KaKOV-TO KPUIITOCUICTEMBI.

s perteHust 3Toi IIpo0jieMbl Ha OCHOBE pe3yJIbTaToB,
IOJIyYeHHBIX KJIaCCMYeCKOM ¥ COBpeMeHHOW ajireOport, Obuim
HpeyI0KeHbI CUCTEMBI C OTKPBITBIM KITFOYOM.

CyTp mx cocTouT B TOM, YTO KaXmabpM anpecatrom VIC
TeHepUpPYIOTCSL [1Ba K/IIOYa, CBSI3aHHBIE MeXIy coOOMm II0
omperneleHHOMy — IpaBwly. OnmmH KIOY  OOBIBIILETCS
OTKPBITBIM, a [JOPYro 3aKpeITBIM. OTKPBITBII ~ KITIOY
yO/IMKyeTcss M HOCTyIleH JIFoOOMy, KTO JKejlaeT IIOCiaTh
coobmienme agpecary. CeKpeTHBIV KITFOY COXPaHSAeTCs B TallHe.

McxopgHbIl  TeKCT —IIMpPyeTcs  OTKPBITBIM — KJIFOUOM
ajgpecara ¥ TIeperaercs eMy. 3amm@pOBaHHBII TeKCT B
IIPVHIINIIE He MOXXeT OBITh pacidpoBaH TeM Ke OTKPBIThIM

4. Give the summary of the text using the key terms.
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FUTURE METHODS OF ENCRYPTION

Read the following words and word combinations and use
them for understanding and translation of the text:

eavesdropper - mepexBaTImMK

to harness — mpucnoco6UTH, MOCTaBUTH Ha CJTY>KOY
spin - BpaiieHue

binary code - nBoMYIHBII KO,

coherent - IIOHATHBI

to accomplish - BbImoTHATH

to discard - orGpaceIiBaTh

discrepancy - HecooTBeTCTBHE

parity check — KOHTpOJ/Ib UeTHOCTH

to bounce - oTckakMBaTh

spooky — >KyTKwu¥1, 37I0BeIInit
entanglement - meperieTeHme

fiber optic cable - onTOBOTOKOHHBIVI KabesTh

Quantum Cryptology
One of the great challenges of cryptology is to keep unwanted
parties - or eavesdroppers - from learning of sensitive

information. Quantum physics has provided a way around this
problem. By harnessing the unpredictable nature of matter at
the quantum level, physicists have figured out a way to
exchange information on secret keys.

Quantum cryptography uses photons to transmit a key. Once
the key is transmitted, coding and encoding using the normal
secret-key method can take place. But how does a photon
become a key? How do you attach information to a photon's
spin?

This is where binary code comes into play. Each type of a
photon's spin represents one piece of information - usually a 1
or a 0, for binary code. This code uses strings of 1s and 0Os to
create a coherent message. So a binary code can be assigned to
each photon. Alice can send her photons through randomly
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chosen filters and record the polarization of each photon. She
will then know what photon polarizations Bob should receive.
Bob has no idea what filter to use for each photon, he's guessing
for each one. After the entire transmission, Bob and Alice have
a non-encrypted discussion about the transmission.

The reason this conversation can be public is because of the way
it's carried out. Bob calls Alice and tells her which filter he used
for each photon, and she tells him whether it was the correct or
incorrect filter to wuse. Since Bob isn't saying what his
measurements are - only the type of filter he used - a third party
listening in on their conversation can't determine what the
actual photon sequence is.

In modern cryptology, Eve (E - an eavesdropper) can
passively intercept Alice and Bob's encrypted message - she
can get her hands on the encrypted message and work to
decode it without Bob and Alice knowing she has their
message. Eve can accomplish this in different ways, such as
wiretapping Bob or Alice's phone or reading their secure e-
mails.

Quantum cryptology is the first cryptology that safeguards
against passive interception. Here's an example. If Alice sends
Bob a series of polarized photons, and Eve has set up a filter of
her own to intercept the photons, Eve is in the same boat as
Bob: Neither has any idea what the polarizations of the photons
Alice sent are. Like Bob, Eve can only guess which filter
orientation she should use to measure the photons.

After Eve has measured the photons by randomly selecting
filters to determine their spin, she will pass them down the line
to Bob. She does to cover up her presence and the fact that she
intercepted the photon message. But Eve's presence will be
detected. By measuring the photons, Eve inevitably altered
some of them.

Alice and Bob can further protect their transmission by
discussing some of the exact correct results after they've
discarded the incorrect measurements. This is called a parity
check. If the chosen examples of Bob's measurements are all
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correct - meaning the pairs of Alice's transmitted photons and
Bob's received photons all match up - then their message is
secure.

Bob and Alice can then discard these discussed measurements
and use the remaining secret measurements as their key. If
discrepancies are found, they should occur in 50 percent of the
parity checks. Since Eve will have altered about 25 percent of
the photons through her measurements, Bob and Alice can
reduce the likelihood that Eve has the remaining correct
information down to a one-in-a-million chance by conducting
20 parity checks.

Quantum Cryptology Problems

Despite all of the security it offers, quantum cryptology also has
a few fundamental flaws. Chief among these flaws is the length
under which the system will work: It's too short.

The original quantum cryptography system, built in 1989 by
Charles Bennett, Gilles Brassard and John Smolin, sent a key
over a distance of 36 centimeters. Since then, newer models
have reached a distance of 150 kilometers (about 93 miles). But
this is still far short of the distance requirements needed to
transmit  information with modern computer and
telecommunication systems.

The reason why the length of quantum cryptology capability is
so short is because of interference. A photon’s spin can be
changed when it bounces off other particles, and so when it's
received, it may no longer be polarized the way it was
originally intended to be. As the distance a photon must travel
to carry its binary message is increased, so, too, is the chance
that it will meet other particles and be influenced by them.

One group of Austrian researchers may have solved this
problem. This team used what Albert Einstein called “spooky
action at a distance.” This observation of quantum physics is
based on the entanglement of photons. At the quantum level,
photons can come to depend on one another after undergoing
some particle reactions, and their states become entangled. This
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entanglement doesn’t mean that the two photons are physically
connected, but they become connected in a way that physicists
still don't understand. In entangled pairs, each photon has the
opposite spin of the other. If the spin of one is measured, the
spin of the other can be deduced. What's strange (or “spooky”)
about the entangled pairs is that they remain entangled, even
when they’re separated at a distance.

The Austrian team put a photon from an entangled pair at each
end of a fiber optic cable. When one photon was measured in
one polarization, its entangled counterpart took the opposite
polarization, meaning the polarization the other photon would
take could be predicted. It transmitted its information to its
entangled partner. This could solve the distance problem of
quantum cryptography, since there is now a method to help
predict the actions of entangled photons.

Even though it's existed just a few years so far, quantum
cryptography may have already been cracked. A group of
researchers from Massachusetts Institute of Technology took
advantage of another property of entanglement. In this form,
two states of a single photon become related, rather than the
properties of two separate photons. By entangling the photons
the team intercepted, they were able to measure one property of
the photon and make an educated guess of what the
measurement of another property - like its spin - would be. By
not measuring the photon’s spin, they were able to identify its
direction without affecting it. So the photon traveled down the
line to its intended recipient none the wiser.

The MIT researchers admit that their eavesdropping method
may not hold up to other systems, but that with a little more
research, it could be perfected. Hopefully, quantum cryptology
will be able to stay one step ahead as decoding methods
continue to advance.
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Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1.

By harnessing the unpredictable nature of matter at the
quantum level, physicists have figured out a way to
exchange information on secret keys.

After the entire transmission, Bob and Alice have a non-
encrypted discussion about the transmission.

Since Bob isn't saying what his measurements are -- only
the type of filter he used -- a third party listening in on
their conversation can't determine what the actual
photon sequence is.

One of the great challenges of cryptology is to keep
unwanted parties - or eavesdroppers -- from learning of
sensitive information.

In modern cryptology, Eve (E - an eavesdropper) can
passively intercept Alice and Bob's encrypted message --
she can get her hands on the encrypted message and
work to decode it without Bob and Alice knowing she
has their message.

After Eve has measured the photons by randomly
selecting filters to determine their spin, she will pass
them down the line to Bob.

If discrepancies are found, they should occur in 50
percent of the parity checks. Since Eve will have altered
about 25 percent of the photons through her
measurements, Bob and Alice can reduce the likelihood
that Eve has the remaining correct information down to
a_one-in-a-million chance by conducting 20 parity
checks.

As the distance a photon must travel to carry its binary
message is increased, so, too, is the chance that it will
meet other particles and be influenced by them.
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9. At the quantum level, photons can come to depend on
one another after undergoing some particle reactions,
and their states become entangled.

2. Answer the following questions:

1. How can quantum physics help users to exchange
information securely?

2. How does a photon become a key?

3. Can the users communicate openly using photons for
encryption?

4. How can quantum cryptology safeguard against passive
interception?

5. How does the parity check work?

What are the main flaws of quantum cryptology?

7. Is it possible to increase the quantum cryptology
capability?

*

3. Translate into English:

Hauborpiree mpaktiaeckoe mnpumeHeHme KK wHaxommt
cerofiHs B cdpepe 3ammThl MHQOpMaLUK, IeperaBaeMo II0
Bosokonno-onmuveckum sunuam cbasu (BOJIC). D1o oObsicHsAeTCS
TeM, uyTo onrTudeckue BojokHa BOJIC mo3possroT obecriedmThb
nepefady  (OTOHOB  Ha  OoibIle  pacCTOSTHUS — C
MVHVIMaJIbHBIMM ~ VICK&XeHMsIMM. B KadecTBe WCTOYHMKOB
dOTOHOB IIPUMEHSIOTCS Jla3epHble OMOIBlI IlepedaroIyX
mopynenn  BOJIC;  pamee  mpowmcxomwuT — CyIlecTBeHHOe
oc1abJIeHVIe MOIITHOCTY CBEeTOBOT'O CUTHaJIa - 10 YPOBHs, Koraa
cperHee unciIo POTOHOB Ha OAVH MMIITYJIbC CTAHOBUTCS MHOTO
MeHbIlle enuHuIbL. CrcreMsl HepermauM MHQOpMaLUM IO
BOJIC, B mnpmemMHOM MOmysle KOTOPBIX IIPVIMEHSIOTCS
JIaBYHHBIe (POTOAMOIBI B peXXnMe cueTa POTOHOB, Ha3bIBAIOTCS
KBanmobuimu onmuveckumu kanaiamu c6a3u (KOKC).

IToHsTHO, YTO BCJIECTBUE MasIOVl 3HEPreTUKM CUTHaIOB
ckopoctu ntepenaunt mHpopMmarm B KOKC mo cpaBHeHMIO C
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BO3MOXHOCTsMM coBpeMeHHBIX BOJIC He c/IMIIIKOM BBICOKM (OT
KWIOOUT 110 Merabwur B CeKyHAy, B 3aBUCUMOCTU OT
peammzanym). IlosTromy B OosbIIMHCTBE CiTydaeB kBanmoboie
kpunmoepagpuueckue  cucmems. (KKC) mnpumeHsIOTCS WIS
pacmperniesieHns  KJIoueVl, KOTOpBIe 3aTeM  VCIIOJIb3YIOTCH
cpeacTBaMy  IIMPOBaHMSA  BBICOKOCKOPOCTHOIO — IIOTOKa
JaHHBIX. Heobxomymo OTMeTUTb,  YTO  KBaHTOBO-
Kpunrorpadgpudeckoe obopyaoBaHMe IIOKa CEpUIHO He
BeITycKaeTcsa. OpHaKo II0 Mepe COBepIIeHCTBOBAaHUA W
yhelieBjleHUsl IIpUMeHseMOVl 3JIeMeHTHOM 0a3bl MOXXHO
oxupgaTth nosgeinennss KKC Ha pbIHKe TesleKOMMyHMKaIUL B
KadecTBe, HalpuMmep, [ONOJIHUTEIbHOV  YCIyIM  HOpU
IOCTPOEHMY KOPIIOPATUBHBIX BOJIOKOHHO-OIITMYECKIX CeTerl.

4. Give the summary of the text using the key terms.

Topics for essays (you might need additional information):

e The Information Age and the increased vulnerability of
sensitive data.

e Cryptography, cryptology, cryptanalysis, and their
interrelation.

e Historical insight into the development of cryptography
and cryptology.

e The evolution of modern encryption.

e The challenges of quantum cryptology.
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COMPUTER GRAPHICS

HISTORY AND DEVELOPMENT

Read the following words and word combinations and use
them for understanding and translation of the text:

in a sense - B IIMPOKOM CMBbICJIe

to be widespread - 6bITE pacrpocTpaHeHHBIM

to improve - yiy4mare

to emerge - BO3HMKATh, IOSBIIATHCS

visual content - Bu3yasIibHOe comep>kaHme

rendering - mepenaua

to be coined by - ObITH cO3TaHHBIM

amendable - moamaromyyics yIydmeHMIO

to be hooked up to - 6bITH HOAKTIOUEHHBIM K YeMy-/T1100
forbidding - 3anpermarormin

non-obvious uses - HessBHbIe, HEOCHOBHBI€ VCII0JIb30BaHMSA

The term computer graphics has been used in a broad sense to
describe "almost everything on computers that is not text or
sound".

Computer graphics is widespread today. The computer
imagery is found on television, in newspapers, for example in
weather reports, or for example in all kinds of medical
investigation and surgical procedures. A well-constructed
graph can present complex statistics in a form that is easier to
understand and interpret. In the media "such graphs are used to
illustrate papers, reports, thesis", and other presentation
material.

Many powerful tools have been developed to visualize data.
Computer generated imagery can be categorized into several
different types: 2D, 3D, and animated graphics. As technology
has improved, 3D computer graphics have become more
common, but 2D computer graphics are still widely used.
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Computer graphics has emerged as a sub-field of computer
science which studies methods for digitally synthesizing and
manipulating visual content. Over the past decade, other
specialized fields have been developed like information
visualization, and scientific visualization more concerned with
"the visualization of three dimensional phenomena
(architectural, meteorological, medical, biological, etc.), where
the emphasis is on realistic renderings of volumes, surfaces,
illumination sources, and so forth, perhaps with a dynamic
(time) component".

The phrase “Computer Graphics” was coined in 1960 by
William Fetter, a graphic designer for Boeing. The field of
computer graphics developed with the emergence of computer
graphics hardware. Early projects like the Whirlwind and
SAGE Projects introduced the CRT as a viable display and
interaction interface and introduced the light pen as an input
device.

Most early mainframe business computers produced out- put
only in the form of punched cards, paper tape, or text printouts.
However, system designers realized that some kinds of data
were particularly amenable to a graphical representation. In the
early 1950s, the first systems using the cathode ray tube (CRT)
for graphics output found specialized application. For example,
the MIT Whirlwind and the Air Force’s SAGE air defense
system used a CRT to display information such as the location
and heading of radar targets. By the late 1970s, the
microcomputers from Apple, Radio Shack, Commodore, and
others either included CRT monitors or had adapters that
allowed them to be hooked up to regular television sets. These
machines generally came with a version of the BASIC language
that included commands for plotting lines and points and
filling enclosed figures with color. While crude by modern
standards, these graphics capabilities meant that spreadsheet
programs could provide charts while games and simulations
could show moving, interacting objects. Desktop computers
showed pictures on television-like screens. Research at the
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Xerox PARC laboratory in the 1970s demonstrated the
advantages of a graphical user interface based on visual objects,
including menus, windows, dialog boxes, and icons.

The Apple Macintosh, introduced in 1984, was the first
commercially viable computer in which everything displayed
on the screen (including text) consisted of bitmapped graphics.
Microsoft’s similar Windows operating environment became
dominant on IBM architecture PCs during the 1990s.

Today Apple, Microsoft, and UNIX-based operating systems
include extensive graphics functions. Game and multimedia
developers can call upon such facilities as Apple QuickDraw
and Microsoft Directx to create high resolution, realistic
graphics.

What is computer graphics used for?

Obvious uses of computer graphics include computer art, CGI
films, architectural drawings, and graphic design — but there
are many non-obvious uses as well and not all of them are
"artistic." Scientific visualization is a way of producing graphic
output from computer models so it's easier for people to
understand. Computerized models of global warming produce
vast tables of numbers as their output, which only a PhD in
climate science could figure out; but if you produce a speeded-
up animated visualization — with the Earth getting bluer as it
gets colder and redder as it gets hotter — anyone can
understand what's going on. Medical imaging is another good
example of how graphics make computer data more
meaningful. When doctors show you a brain or body scan,
you're looking at a computer graphic representation drawn
using vast amounts of data produced from thousands or
perhaps even millions of measurements. The jaw-dropping
photos beamed back from space by amazing devices like the
Hubble Space Telescope are usually enhanced with the help of
a type of computer graphics called image processing; that might
sound complex, but it's not so very different from using a

209



graphics package like Google Picasa or PhotoShop to touch up
your holiday snaps).

And that's really the key point about computer graphics: they
turn complex computer science into everyday art we can all
grasp, instantly and intuitively. Back in the 1980s, when
programming a Commodore PET, the only way to get it to do
anything was to type meaningless little words like PEEK and
POKE onto a horribly unfriendly green and black screen.
Virtually every modern computer now has what's called a GUI
(graphical user interface), which means you operate the
machine by pointing at things you want, clicking on them with
your mouse or your finger, or dragging them around your
"desktop." It makes so much more sense because we're visual
creatures: something like a third of our cortex (higher brain) is
given over to processing information that enters our heads
through our eyes. That's why a picture really is worth a
thousand words (sometimes many more) and why computers
that help us visualize things with computer graphics have truly
revolutionized the way we see the world.

Notes:

CRT - wmonuropel (Cathode Ray Tube) - cambm
pacrpoctpaneHHbn Tiil. Kak BUAHO 13 Ha3BaHWMS, B OCHOBE
BCeX TOIOOHBIX MOHWMTOPOB JIEXUT KaTOAHO-TIydeBasl TPyOKa,
WIN, KaK IIPVHSTO TOBOPUTH B OTEUECTBEHHOW JIMTEpaType,
3JIeKTpOHHO-IyueBasi TpyOka (DJIT).

Microsoft Directx - Microsoft DirectX - 310 psn TexHOMOINM,
Ormaromapsi KOTOPBIM KOMIIBIOTepbl Ha ocHoBe Windows
CTAHOBSITCS VeJIBHOV CpeloV ISl 3aIlycKa M OTOOpakeHms
HIPWIOXKEHWVI, OOraThIX 3JIeMeHTaMV MYyJIbTVIMeNa, TaKUMU
KaK IIBeTHasl TIpadmKa, BUIEO, TpexMepHas aHMManus U
cTepeo3ByK. DirectX BxiItouaeT OOHOBIIEHVIS, ITOBBIIIAOIITNE
Oe30ImacHOCTb ¥ HPOM3BOOUTEIIBHOCTb, a TakKXe HOBBIE
dpyHKIMM, OTHOCHIIMeCS K PasIMYHBIM TeXHOJIOTMSM, K
KOTOPBIM IPWIOXKEHNWE MOXeT oOpalmaTeCs C TOMOIIBIO
DirectX APL
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Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and

phrases:

1. A well-constructed graph can present complex statistics
in a form that is easier to understand and interpret.

2. Many powerful tools have been developed to visualize
data.

3. Over the past decade, other specialized fields have been
developed like information visualization.

4. The phrase “Computer Graphics” was coined in 1960 by
William Fetter.

5. The field of computer graphics developed with the
emergence of computer graphics hardware.

6. By the late 1970s, the microcomputers from Apple,

Radio Shack, Commodore, and others either included
CRT monitors or had adapters that allowed them to be
hooked up to regular television sets.

2. Answer the following questions:

—

©»

Where can the computer imagery be seen?

From what sub-field of computer science did the
computer graphics emerge?

Who coined the term “computer graphics”?

What are the main steps of computer graphics
development?

What are the main fields of computer graphics
application?

3. Translate into English:

OOracTp HpWMeHeHNS KOMIIBIOTEPHOW TIpaduKy He
OTpaHMYMBAETCS OTHVMM XyIOXXeCcTBeHHbIMM 3¢ dexTamm. Bo
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BCeX OTPACIISIX HAYKM, TEXHVKM, MEAUIIVIHBL, B KOMMEPYECKOV
yIIpaBJIeHYeCKOVI AesITeIIbHOCTY VICIIONIb3YIOTCS TIOCTPOEHHBIE C
IIOMOIIIBI0  KOMITBIOTEPA CXeMbl, Trpadumky, ImarpaMMbl,
IpegHa3HaYeHHbIe VTS HaIJISTHOTO oTOOpakeHMs
pasHooOpasHovt nmHpopmaryn. KoHcTpykTOpsl, paspabarbiBast
HOBBIE MOJEIM aBTOMOOWIENI W CaMOJIETOB, VICIIOJIB3YIOT
TpexMepHBIe Tpaduueckrie OOBEKTBI, UYTOOBI ITPEICTaBUTH
OKOHYATEIbHBIVI BWUJI W3MOenns. APXUTEKTOPHI CO3IAI0T Ha
3KpaHe MOHMTOpa OOBeMHOe W300pa’keHMe 3[aHMs, M 3TO
IIO3BOJISIET VIM YBU/IETh, KaK OHO BIVIIIETCS B JIaHAIIAT.

4. Give the summary of the text using the key terms.

CONCEPTS AND PRINCIPLES

Read the following words and word combinations and use
them for understanding and translation of the text:

binary format - nBoMuaHBI popMaT

sequence raster images of ones and zeros -
II0CJIeI0BATEIFHOCTh PACTPOBBIX M300pa>keHMI M3 eOVIHMIL
v HyJIeu

arranged in - pacriosio>keHsbI B

grid - ceTka, pemerka

represented using dots or squares - mpeacTaBJIeHBI C
MCII0/Ib30BaHVEM TOUEK VMJIV KBaJIpaTOB

variable - mepemeHHas

deliberate - HaMmepeHHBIVI, 00yMaHHBIN

distinctive style - oTiMaMTe ILHBI (XapaKTepHBIVI) CTUIIB

to vary - MmeHATHCA

predictable - mpenckasyemsbIi

ray tracing - TpaccupoBKa Iyuen

shading - 3aTremHeHMe

to depict - orpakaTn
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accurate and smooth surface patches - TouHble M rIamKMe
y9acTKV II0BEPXHOCTH

polygonal mesh modeling - moneMpoBaHIe MHOTOYTOJILHOV
CeTKM

Images are typically produced by optical devices; such as
cameras, mirrors, lenses, telescopes, microscopes, etc. and
natural objects and phenomena, such as the human eye or
water surfaces.

A digital image is a representation of a two-dimensional image
in binary format as a sequence of ones and zeros. Digital images
include both vector images and raster images, but raster images
are more commonly used.

Pixel

In the enlarged portion of the image individual pixels are
rendered as squares and can be easily seen.

In digital imaging, a pixel (or picture element) is a single point
in a raster image. Pixels are normally arranged in a regular 2-
dimensional grid, and are often represented using dots or
squares. Each pixel is a sample of an original image, where
more samples typically provide a more accurate representation
of the original. The intensity of each pixel is variable; in color
systems, each pixel has typically three components such as red,
green, and blue.

Graphics

Graphics are visual presentations on some surface, such as a
wall, canvas, computer screen, paper, or stone to brand, inform,
illustrate, or entertain. Examples are photographs, drawings,
line art, graphs, diagrams, typography, numbers, symbols,
geometric designs, maps, engineering drawings, or other
images. Graphics often combine text, illustration, and color.
Graphic design may consist of the deliberate selection, creation,
or arrangement of typography alone, as in a brochure, flier,
poster, web site, or book without any other element. Clarity or
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effective communication may be the objective, association with
other cultural elements may be sought, or merely, the creation
of a distinctive style.

Rendering

Rendering is the process of generating an image from a model
(or models in what collectively could be called a scene file), by
means of computer programs. A scene file contains objects in a
strictly defined language or data structure; it would contain
geometry, viewpoint, texture, lighting, and shading information
as a description of the virtual scene. The data contained in the
scene file is then passed to a rendering program to be processed
and output to a digital image or raster graphics image file. The
rendering program is usually built into the computer graphics
software, though others are available as plug-ins or entirely
separate programs. The term '"rendering" may be by analogy
with an "artist's rendering" of a scene. Though the technical
details of rendering methods vary, the general challenges to
overcome in producing a 2D image from a 3D representation
stored in a scene file are outlined as the graphics pipeline along
a rendering device, such as a GPU. A GPU is a purpose-built
device able to assist a CPU in performing complex rendering
calculations. If a scene is to look relatively realistic and
predictable under virtual lighting, the rendering software
should solve the rendering equation. The rendering equation
does not account for all lighting phenomena, but is a general
lighting model for computer-generated imagery. 'Rendering' is
also used to describe the process of calculating effects in a video
editing file to produce final video output.

3D projection

3D projection is a method of mapping three dimensional points
to a two dimensional plane. As most current methods for
displaying graphical data are based on planar two dimensional
media, the use of this type of projection is widespread,
especially in computer graphics, engineering and drafting.
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Ray tracing

Ray tracing is a technique for generating an image by tracing
the path of light through pixels in an image plane. The
technique is capable of producing a very high degree of
photorealism; usually higher than that of typical scanline
rendering methods, but at a greater computational cost.

Shading

Shading refers to depicting depth in 3D models or illustrations
by varying levels of darkness. It is a process used in drawing
for depicting levels of darkness on paper by applying media
more densely or with a darker shade for darker areas, and less
densely or with a lighter shade for lighter areas. There are
various techniques of shading including cross hatching where
perpendicular lines of varying closeness are drawn in a grid
pattern to shade an area. The closer the lines are together, the
darker the area appears. Likewise, the farther apart the lines
are, the lighter the area appears. The term has been recently
generalized to mean that shaders are applied.

Texture mapping

Texture mapping is a method for adding detail, surface texture,
or colour to a computer-generated graphic or 3D model. Its
application to 3D graphics was pioneered by Dr. Edwin
Catmull in 1974. A texture map is applied (mapped) to the
surface of a shape, or polygon. This process is akin to applying
patterned paper to a plain white box. Multitexturing is the use
of more than one texture at a time on a polygon. Procedural
textures (created from adjusting parameters of an underlying
algorithm that produces an output texture), and bitmap
textures (created in an image editing application or imported
from a digital camera) are, generally speaking, common
methods of implementing texture definition on 3D models in
computer graphics software, while intended placement of
textures onto a model's surface often requires a technique
known as UV mapping (arbitrary, manual layout of texture
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coordinates) for polygon surfaces, while NURBS surfaces have
their own intrinsic parameterization used as texture
coordinates.

3D modeling

3D modeling is the process of developing a mathematical,
wireframe representation of any three-dimensional object,
called a "3D model", via specialized software. Models may be
created automatically or manually; the manual modeling
process of preparing geometric data for 3D computer graphics
is similar to plastic arts such as sculpting. 3D models may be
created using multiple approaches: use of NURBS curves to
generate accurate and smooth surface patches, polygonal mesh
modeling (manipulation of faceted geometry), or polygonal
mesh subdivision (advanced tessellation of polygons, resulting
in smooth surfaces similar to NURBS models). A 3D model can
be displayed as a two-dimensional image through a process
called 3D rendering, used in a computer simulation of physical
phenomena, or animated directly for other purposes. The
model can also be physically created using 3D Printing devices.

Notes:

Pixel- IIukcens (mmMKcesa) —  HaMMEHBIUIN  3JIEMEHT
M300pakeHMsT WIM 5KpaHa B Bue KBaJpaTukKa (KBagpaTHOM
TOYKM), KOTOPBIVI MOXXET MMeTh VHAVBYIyaJIbHbIE ITapaMeTphL:
SIPKOCTb, IBeT U Ap. Pasmep mmkcerrss MoxxeT OBITH pasHBIM B
3aBVICVIMOCTY OT BEJIMUYMHBI M300paKeHMsI I eT0 paspelleHus,
T. €. KOJINYeCTBa IIMKCEJIOB 13 KOTOPBIX OHO COCTOMT.

GPU (Graphics Processing Unit) - rpadvueckmit mporieccop.
OH sBiIsieT cOOOVT OTETIbHOE YCTPOVICTBO MUTIPOBOVI IIPUCTABKY,
KoMIpioTepa, otoarmmrapata. OtTBeuaeT 3a peHIEPUHT
rpadvIKv, BBIIIOJTHSET €T0.

NURBS models - Non-Uniform Rational B-Spline -
HeogHOpoaHble pamymoHaibHble B-crutanuer. NURBS-kpusble
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o0J1a/1afoT OIHOV 0COOEHHOCTBIO: OHM BCerfia MMeIOT ITIa/IKyIo
dopmy.

Rendering - perepunr (anmi. rendering — «BU3yammsarys»)
— TepMMH B KOMIIbIOTepHOV Tpaduke, 0003HaUarOIINII
Ipollecc TOJIyYeHMsl M300pakeHMs MO MO C ITOMOIIBIO
KOMITBIOTEPHOVI ITPOTPAMMEBL.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1. A digital image is a representation of a two-dimensional
image in binary format as a sequence of ones and zeros.

2. Digital images include both vector images and raster
images, but raster images are more commonly used.

3. Graphic design may consist of the deliberate selection,
creation, or arrangement of typography alone, as in a
brochure, flier, poster, web site, or book without any
other element.

4. 3D modeling is the process of developing a
mathematical, wireframe representation of any three-
dimensional object, called a "3D model", via specialized
software.

5. Models may be created automatically or manually; the
manual modeling process of preparing geometric data
for 3D computer graphics is similar to plastic arts such
as sculpting.

2. Answer the following questions:

1. What is the pixel's representation?
2. What is the method of 3D projection?
3. Who was the pioneer of texture mapping?
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4. What are the techniques of shading?
5. Give the description of 3D modeling process.

3. Translate into English:

Tpéxmepnas rpadmka OOBIUHO WMMeeT [e/I0  C
BUPTYaJIbHBIM, BOOOpa’kaeMbIM TPEXMEPHBIM IIPOCTPAHCTBOM,
KOTOpOe OToOpakaeTcs Ha IUIOCKOV, IBYXMEPHOV IIOBEPXHOCTN
OVCIUles WIN JiiMcTa OyMmaru. B HacTosiee BpeMsl M3BECTHO
HEeCKOJIBKO CII0cO00B 0TOOpakeHMsl TpexMepHoOM MHMopMarmim
B 00OBbEMHOM BUIIe, XOTsI OOJIBIIIMHCTBO M3 HMX IIpeCTaBiIseT
OOBEMHBIE XapaKTepUCTUKM BecbMa YCJIOBHO, IIOCKOJIBKY
paboraroT co crepeomsoOpakeHmeM. VI3 3Tor o01acTyi MOXHO
OTMETUTh CTEPeOOUKM, BUPTyalbHBIe IUIeMbl, 3D-mucroien,
CrIocOOHBIE  JEMOHCTPUPOBATh TpPeXMepHOoe WM300pakeHme.
Heckompko mmponsBoauTesielt IpoIeMOHCTPUPOBAJIVI TOTOBBIE K
CepUIMHOMY IIPOM3BOACTBY TpéxMepHble nucivier. OmHaAKO U
3D-gucriuter  mo-TipeXXHeMy — He  MO3BOJIAIOT — CO3/aBaTh
TTOJTHOITEHHOM dprsrueckort, 0oCsI3aeMOTI KOIIMM
MaTeMaT4eCcKom MOaesu, CcOo3/1aBaeMoOm MeTOIaMm
TpexMepHO rpadVKIL.

4. Give the summary of the text using the key terms.

IMAGE TYPES

Read the following words and word combinations and use
them for understanding and translation of the text:

added semantic value - goOaB/IeHHOe ceMaHTHYECKOe
3HaYeHmne

slight shift - HeOosbIIOE 13MeHeHME

to edit on the pixel level - pemakTpoBaTh Ha NMKCEILHOM
ypOBHe

to be complementary to - DoroTHATH
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to be akin to - 61T cpOTHM YeMy-TO

relatively limited - oTHOCMTe IEHO OrpaHMIeHBI
instance - ciryuarn, npumep

to rely on - mos1araTecs Ha 9TO-TO, 3aBMCETH OT YEr0-TO
distinction - pas;amne, oTimane

keyframe - Ky1r049eBOVI KaJp

low bandwidth - MeyIeHHEBIV KaHaI

virtual entities - BUpTyanbHBIe 00BEKTHI

to be mapped - oToGpa>kaTbcst

Two-dimensional

2D computer graphics are the computer-based generation of
digital images — mostly from two-dimensional models, such as
2D geometric models, text, and digital images, and by
techniques specific to them.

2D computer graphics are mainly used in applications that
were originally developed upon traditional printing and
drawing technologies, such as typography, cartography,
technical drawing, advertising, etc. In those applications, the
two-dimensional image is not just a representation of a real-
world object, but an independent artifact with added semantic
value; two-dimensional models are therefore preferred, because
they give more direct control of the image than 3D computer
graphics, whose approach is more akin to photography than to

typography.

Pixel art

Pixel art is a form of digital art, created through the use of
raster graphics software, where images are edited on the pixel
level. Graphics in most old (or relatively limited) computer and
video games, graphing calculator games, and many mobile
phone games are mostly pixel art.

The term pixel art was first published by Adele Goldberg and
Robert Flegal of Xerox Palo Alto Research Center in 1982. The
concept, however, goes back about 10 years before that, for
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example in Richard Shoup's SuperPaint system in 1972, also at
Xerox PARC.

Some traditional art forms, such as counted-thread embroidery
(including cross-stitch) and some kinds of mosaic and
beadwork, are very similar to pixel art. These art forms
construct pictures out of small colored units similar to the
pixels of modern digital computing. A similar concept on a
much bigger scale can be seen in the North Korean Arirang
Festival.

Vector graphics

Vector graphics formats are complementary to raster graphics.
Raster graphics is the representation of images as an array of
pixels and is typically used for the representation of
photographic images. Vector graphics consists in encoding
information about shapes and colors that comprise the image,
which can allow for more flexibility in rendering. There are
instances when working with vector tools and formats is best
practice, and instances when working with raster tools and
formats is best practice. There are times when both formats
come together. An understanding of the advantages and
limitations of each technology and the relationship between
them is most likely to result in efficient and effective use of
tools.

Three-dimensional

3D computer graphics in contrast to 2D computer graphics are
graphics that use a three-dimensional representation of
geometric data that is stored in the computer for the purposes
of performing calculations and rendering 2D images. Such
images may be for later display or for real-time viewing.
Despite these differences, 3D computer graphics rely on many
of the same algorithms as 2D computer vector graphics in the
wire frame model and 2D computer raster graphics in the final
rendered display. In computer graphics software, the
distinction between 2D and 3D is occasionally blurred; 2D
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applications may use 3D techniques to achieve effects such as
lighting, and primarily 3D may use 2D rendering techniques.
3D computer graphics are often referred to as 3D models. Apart
from the rendered graphic, the model is contained within the
graphical data file. However, there are differences. A 3D model
is the mathematical representation of any three-dimensional
object. A model is not technically a graphic until it is visually
displayed. Due to 3D printing, 3D models are not confined to
virtual space. A model can be displayed visually as a two-
dimensional image through a process called 3D rendering, or
used in non-graphical computer simulations and calculations.
There are some 3D computer graphics software for users to
create 3D images e.g. Autocad, Photoshop, Solidwork, Google
sketchup etc.

Computer animation

Computer animation is the art of creating moving images via
the use of computers. It is a subfield of computer graphics and
animation. Increasingly it is created by means of 3D computer
graphics, though 2D computer graphics are still widely used for
stylistic, low bandwidth, and faster real-time rendering needs.
Sometimes the target of the animation is the computer itself, but
sometimes the target is another medium, such as film. It is also
referred to as CGI (Computer-generated imagery or computer-
generated imaging), especially when used in films.

Virtual entities may contain and be controlled by assorted
attributes, such as transform values (location, orientation, and
scale) stored in an object's transformation matrix. Animation is
the change of an attribute over time. Multiple methods of
achieving animation exist; the rudimentary form is based on the
creation and editing of keyframes, each storing a value at a
given time, per attribute to be animated. The 2D/3D graphics
software will interpolate between keyframes, creating an
editable curve of a value mapped over time, resulting in
animation. Other methods of animation include procedural and
expression-based techniques: the former consolidates related
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elements of animated entities into sets of attributes, useful for
creating particle effects and crowd simulations; the latter allows
an evaluated result returned from a user-defined logical
expression, coupled with mathematics, to automate animation
in a predictable way (convenient for controlling bone behavior
beyond what a hierarchy offers in skeletal system set up).

To create the illusion of movement, an image is displayed on
the computer screen then quickly replaced by a new image that
is similar to the previous image, but shifted slightly. This
technique is identical to the illusion of movement in television
and motion pictures.

Notes:

Raster Graphics - KommbioTepHOe pacTpoBoe mM300pakeHVIE
IIpencTaBJIsieTCsa B BUOE HPSIMOYFOHBHOVI MaTpUILbl, KaXXIIasl
sgJeriKa KOTOpOW 3aJaHa IIBeTHOW TOYKOW — BMeCTe OHU
dopmupyOT menocTHy0 KapTMHKY. [lmkcermn mopoOHEI
3epHaM oTorpadput M IIpU 3HAYNUTEIBHOM yBeIMYeHUN
CTaHOBATCS 3aMeTHBIMI. PacTposblie M300paKeHs
VICITOJIB3YIOTCS Yallle BeKTOPHBIX, TaK KaK OHM Oosiee IIPOCTHI B
IOJIy4YeHWUY U JOIedaTHO IIOATOTOBKe.

CGI (Computer-generated imagery or computer-generated
imaging) - crangapT mHTepderica, MCIIOJIb3yeMOro ISl CBA3U
BHEIIIHeVI IporpaMMel ¢ BeO-cepsepoM. Ilporpammy, koTopast
paboTtaeT no TakoMy MHTepderCy COBMECTHO C BeDO-cepBepoM,
HPUHATO HasblBaTh IIUIFO30M, XOTd MHOIMeE IIpeAIIoYnTaioT
HasBaHMs «cKpunT» (cueHapui) win «CGl-mporpaMman.

CGI Taxoke moxxeT o3Ha4daTh «Computer-generated imagery»
— KOMIIbIOTepHBIe crieldddeKThI.

Assignments
1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and

phrases:
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1. 2D computer graphics are mainly used in applications
that were originally developed upon traditional printing
and drawing technologies, such as typography,
cartography, technical drawings.

2. Vector graphics formats are complementary to raster
graphics.

3. Raster graphics is the representation of images as an
array of pixels and is typically used for the
representation of photographic images. g, advertising,
etc.

4. Despite these differences, 3D computer graphics rely on
many of the same algorithms as 2D computer vector
graphics in the wire frame model and 2D computer
raster graphics in the final rendered display.

2. Answer the following questions:

Where is 2D graphics traditionally used?

What do you know about pixel art?

What does vector graphics consist in?

What are the main differences between 2D and 3D
graphics?

5. What methods of animation do you know?

Ll N e

3. Translate into English:

KommpioTepHast rpadwmka - TeXHONIOTMS CO30aHUS U
oOpaboTkm  rpadpuyuecknx  M300pakeHM  CpeacTBamMu
BBIUVCIINTEIBHOV TEXHVIKIAL.

KommbloTepHasi rpadmka wm3ydaeT MeTOMBI ITOTyUeHUS
M300paKeHWI IIOJIyYeHHBIX Ha OCHOBAaHMM HEBU3YaIbHBIX
JaHHBIX WIM  [aHHBIX, CO3IAHHBIX  HEIOCPEeICTBEHHO
TI0JIb30BaTEJIEM.

PactpoBasi  rpacdmka  (raster  graphics) —  Bun
KOMIIBIOTEPHOVI TpadVKM, MCIIOIB3YeMOV B IIPVJIOXKEHMSX, B
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YacTHOCTM, JUISL pucoBaHMs, OJIM3KOro IO TexHWKe K
TpaJUIIVIOHHOMY IIpolieccy (Ha Oymare wim xosicte). JlaHHBIe B
namAT DBM xpaHsTCs B BUle «KapThl» SPKOCTU U LiBeTa 1JId
KaXIOro  2jleMeHTa  m300pakeHMs  (IMKCeNIs) Wi
IpsIMOYTOJIbHOV MaTpwuiibl nmkcenent (bitmap), momorHeHHOM
JaHHBIMU O 1IIBeTe U APKOCTV KaXkI0ro M3 HIUX, a Takxke criocode
oKaTvs 3alucu U OPYyTUMU  CBeOEeHUSIMM KOTOpble MOIYT
cofiepKaThbCsl B «3arojIoBKe» U «KOHIIOBKe» daria.

Bekropnasi rpadmka (vector graphics) —  Bug
KOMITBIOTEPHOV I'padVKM, MCIIOIb3YeMOVI B IIPVIIOKEHUAX I
pucoBanusa. B ommmume oT pacTpoBovi rpadVKu IO3BOJISIET
MOJIb30BaTeIII0  Co3jaBaTh ¥ MOAMMUIIMPOBATb VICXOIHbBIE
n300pasuTesTbHBIe  00pa3bl IHpM  IIOATOTOBKE  PUCYHKOB,
TeXHUYECKMX dYepTexevt M OuarpamMm MOyTeM WX BpallleHMs,
yBeJIUeHVsl WiV yMeHbllleHws], pacTsarvsanus. ['padrueckie
00pasbl co3maroTcs U xpaHgTcs B TaMmsaT DBM B Buge dpopmyr,
ONVCHIBAIOIINX  pas3jiMuHble  TeoMeTpuueckue  PUrypsl,
KOTOpBIe SBJISIOTCA KOMIIOHEHTaMV M300pakeHmsl.

4. Give the summary of the text using the key terms.
Topics for essays (you might need additional information):
e History and development of computer graphics

e 3D modeling
e Computer animation
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ARTIFICIAL INTELLIGENCE: OVERVIEW

DEFINITIONS

Read the following words and word combinations and use
them for understanding and translation of the text:

to impart - HagenATH

attribute - ompeneseHme

highest good - BbIcITICE G1aTO

offhand - mMHIpoBU3MpPOBaHHBIN, CIOe/JaHHBII Ha CKOPYIO
PYKY

enclosed surface - 3aMKHyTOe IPOCTPAHCTBO

behavior pattern - mozes1b HoBeneHMs

observable - HabG1r0maeMbIN

insufficient definition - HemosTHOE OonIpenesIeHME

tersely and concisely - c>kaTo 1 KkpaTko

to lose relevance - TepATh aKTya/IbHOCTH

human reasoning - MbIIIeHWe desIOBeKa, UesI0BevUecKoe
MBILIUIeHME

to adjust - mpucnocabimBaTbesa

productive approach - J1070TBOpHBIV ITOIXO0S,

to a limited extent - B oIpenesIeHHBIX IIpeaesiax

chatterbot -  warbGor, mporpamMma  «BMPTyaJIbHBIV
cobeceTHMK»

The term artificial intelligence stirs emotions. For one thing there
is our fascination with intelligence, which seemingly imparts to
us humans a special place among life forms. Questions arise
such as “What is intelligence?”, “How can one measure
intelligence?” or “How does the brain work?” All these
questions are meaningful when trying to understand artificial
intelligence. However, the central question for the engineer,
especially for the computer scientist, is the question of the
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intelligent machine that behaves like a person, showing
intelligent behavior. The attribute artificial might awaken much
different associations. It brings up fears of intelligent cyborgs. It
recalls images from science fiction novels. It raises the question
of whether our highest good, the soul, is something we should
try to understand, model, or even reconstruct. With such
different offhand interpretations, it becomes difficult to define
the term artificial intelligence or Al simply and robustly.

In 1955, John McCarthy, one of the pioneers of Al, was the first
to define the term artificial intelligence, roughly as follows: The
goal of Al is to develop machines that behave as though they
were intelligent.

To test this definition, imagine the following scenario. Fifteen or
so small robotic vehicles are moving on an enclosed square
surface. One can observe various behavior patterns. Some
vehicles form small groups with relatively little movement.
Others move peacefully through the space and gracefully avoid
any collision. Still others appear to follow a leader. Aggressive
behaviors are also observable. Is what we are seeing intelligent
behavior? According to McCarthy’s definition these robots can
be described as intelligent, thus it is clear that this definition is
insufficient.

In the Encyclopedia Britannica one finds a definition that goes
like: AI is the ability of digital computers or computer
controlled robots to solve problems that are normally associated
with the higher intellectual processing capabilities of humans . .
. But this definition also has weaknesses. It would admit, for
example, that a computer that can save a long text and retrieve
it on demand displays intelligent capabilities, for memorization
of long texts can certainly be considered a higher intellectual
processing capability of humans, as can, for example, the quick
multiplication of two 20-digit numbers. According to this
definition, then, every computer is an Al system. This dilemma
is solved elegantly by the following definition by Elaine Rich:
Artificial Intelligence is the study of how to make computers do
things at which, at the moment, people are better.
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Rich, tersely and concisely, characterizes what Al researchers
have been doing for the last 50 years. Even in the year 2050, this
definition will be up to date.

Tasks such as the execution of many computations in a short
amount of time are the strong points of digital computers. In
this regard they outperform humans by many multiples. In
many other areas, however, humans are far superior to
machines. For instance, a person entering an unfamiliar room
will recognize the surroundings within fractions of a second
and, if necessary, just as swiftly make decisions and plan
actions. To date, this task is too demanding for autonomous
robots. According to Rich’s definition, this is, therefore, a task
for AL In fact, research on autonomous robots is an important,
current theme in Al Construction of chess computers, on the
other hand, has lost relevance because they already play at or
above the level of grandmasters.

It would be dangerous, however, to conclude from Rich’s
definition that AI is only concerned with the pragmatic
implementation of intelligent processes. Intelligent systems, in
the sense of Rich’s definition, cannot be built without a deep
understanding of human reasoning and intelligent action in
general, because of which neuroscience is of great importance
to AL This also shows that the other cited definitions reflect
important aspects of Al. A particular strength of human
intelligence is adaptivity. We are capable of adjusting to various
environmental conditions and change our behavior accordingly
through learning. Precisely because our learning ability is so
vastly superior to that of computers, machine learning is,
according to Rich’s definition, a central subfield of AL

In 1950, computer pioneer Alan M. Turing suggested a
productive approach to evaluating claims of artificial
intelligence in what became known as the Turing test. He gave
a definition of an intelligent machine, in which the machine in
question must pass the following test. The test person Alice sits
in a locked room with two computer terminals. One terminal is
connected to a machine, the other with a non-malicious person
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Bob. Alice can type questions into both terminals. She is given
the task of deciding, after five minutes, which terminal belongs
to the machine. The machine passes the test if it can trick Alice
at least 30% of the time.

Computer programs have been able to pass the Turing test to a
limited extent. The AI pioneer and social critic
JosephWeizenbaum developed a program named Eliza, which
is meant to answer a test subject’s questions like a human
psychologist. He was in fact able to demonstrate success in
many cases. Supposedly his secretary often had long
discussions with the program. Today in the internet there are
many so-called chatterbots, some of whose initial responses are
quite impressive. After a certain amount of time, however, their
artificial nature becomes apparent.

Notes:

John McCarthy (1927 - 2011) was a legendary computer
scientist at Stanford University who developed time-sharing,
invented LISP, and founded the field of Artificial Intelligence.
Elaine Rich works as Distinguished Senior Lecturer at the
University of Texas at Austin. Books: Automata, Computability
and Complexity: Theory and Applications (author), Artificial
Intelligence (co-author).

Joseph Weizenbaum (1923 - 2008) was a German-American
computer scientist who is famous for his development of the
Eliza program in 1966 and for his views on the ethics of
artificial intelligence. He became sceptical of artificial
intelligence and a leading critic of the Al field following the
response of users to the Eliza program.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:
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The term artificial intelligence stirs emotions. For one
thing there is our fascination with intelligence, which
seemingly imparts to us humans a special place among
life forms.

With such different offhand interpretations, it becomes
difficult to define the term artificial intelligence or Al
simply and robustly.

Al is the ability of digital computers or computer
controlled robots to solve problems that are normally
associated with the higher intellectual processing
capabilities of humans.

In this regard they_outperform humans by many
multiples. In many other areas, however, humans are far
superior to machines.

It would be dangerous, however, to conclude from
Rich’s definition that AI is only concerned with the
pragmatic implementation of intelligent processes.

2. Answer the following questions:

1.

® N

5.

What is the key AI problem to be addressed by
computer scientists?

Why is McCarthy’s definition called “insufficient”?
What is wrong with the definition of Al in the
Encyclopedia Britannica?

Where do machines outperform humans? Where do
people win?

What is the essence of the Turing test?

3. Translate into English:

Opuk bpayh, 45-netnun ucciienosarerns u3 IBM, orBeuaer
3a MO3I' cylepKoMIbioTepa Bamcown, Kotopsbiit B 2011 r. mosmyunt
VM3BECTHOCTh T0OemaMy Haj JIOABMM B IIOHYJIIPHON
TesieukTOopuHe. Camas Oosblast TPyIHOCT M1 bpayHa, Kak
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HacTaBHIMKa MalllMHBI, He B TOM, YTOOBI BOVXHYTh B BaTcoHa
KaK MOXHO Oosipllle 3HaHWUM, HO B TOM, 4YTOOBI IIpWIATh
TOHKOCTB €r0 IOHMMaHMIO si3bIKa. HanpumMep, HayumTh CJIoHTY.

Kak mpoBepuTb, MOXeT JIM KOMIIBIOTEpP «MBICIIUTE»?
Kiaccuuecknit TecT — Tak HasblBaeMbIl TecT TrelopuHra —
IIPOCT: OH IIpeAIIosaraeT ClIOCOOHOCTD BECTH CBETCKYIO Oecery.
Ecrim Obl xoMmIBbIOTEp cyMes1 Obl He BBIAATh CBOIO JIBOMYHYIO
CYIITHOCTb B HENIPVHYXIIEHHOM pa3roBope, OH ObI [JOKa3aJl CBOe
VIHTEJUIeKTyaIbHOe IpeBocxorcTBo. Ho moka HM  omHOM
MallIMHe 3TO He YII0Ch.

IBa roma Hasajn bpayn monblTanicst HaTackaTtk BaTcona c
noMoIipio  momyssgpHoro BeO-camira Urban  Dictionary.
CroBapHBle CTaTbMI Ha caliTe COCTaBJISIIOTCS OOBIYHBIMM
[IOJIB30BATEIIIMM W PeHaKTUPYIOTCS  TOOPOBOIBHBIMM
penakTopaMym II0 JOCTATOYHO ITPOVM3BOJIBHBIM IpaBwIaM. TyT
eCTb BCeBO3MOXKHBIe aKTyasIbHble aO0peBMaTypsl Kak bb (anri.
bye bye) — moka, hf (ammi. have fun) — ommuHO
rnopeceyinThbcsl, W8 (aHDI. wait) — >xom. B Tom umcie m
OrpOMHOE KOJIMYEeCTBO BCSKMX CJIOHIOBBIX KOHCTPYKIIWTL,
TaKMx, Kak hot mess — «ropsgasi mTydka».

Ho Barcon He MoOr pasIMynTh CaJIOHHYIO JIEKCUKY W
aHToBylo — kKortopout B Urban Dictionary xsataer. Kpome
TOTO, U3-3a uTeHMs Bukwumenum BaTcon mproOpesr HeKoTopble
AypHBIe IIPMBBIUKM. B oTBeTax Ha BOIIPOCHI McCilefloBaTesIs B
TecTax OH MCIIOJIb30BaJl MaJIOIIeH3ypHble CJIOBEYKI.

B xoneunoMm cuerte komaHa bpayHa paspabotana puisTp,
yTOOBI OTIEXMBaTh OpaHb BaTcoHa, m BbIckpeOsa Urban
Dictionary w3 ero mamsTM. DTO WCIbITaHMe [IOKas3bIBaer,
HAaCKOJIbKO ~ TepHMUCT OyaeT MHyTh JIFOOOro  >kejle3HOro
VHTeJUIeKTyasla K “jérkoyt OonrosHe”. Temepr bpayn
IIOATOTaB/IVIBaeT BaTcoHa K WCIIONIB30BaHMIO B KadecTBe
OVMArHOCTIYECKOTO WHCTPYMeHTa B OOJIbHMIIE: TaM 3HaHUe
BCSIKVIX MOITHBIX aOOpeBmaTyp He moTpelyercsi.

4. Give the summary of the text using the key terms.
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APPROACHES AND TECHNIQUES

Read the following words and word combinations and use
them for understanding and translation of the text:

conventional - 00IIIenNpMHATHIV, TPaAMIVOHHBIV
computational intelligence - BBIUMCINTEILHBIVI MHTEJIEKT
machine learning - mammaHOe 00y4eHM1e

case-based reasoning - BBIBOJ (pacCy>kIeHWs), OCHOBaHHbIE
Ha IperiefeHTax

behavior-based Al - mosegenueckmit IV

referred to as - mox Ha3BaHMeM, MeHyeMBbIV

neural networks - HeVipoHHBIe ceTn

fuzzy logic - HedeTKas1 JI0TMKa

neats versus scruffies - uncTIOIM MPOTHUB HepsAX

ad hoc rules - cutyatsHBIe mpaBMIa

inference engine - MexaHM3M JIOTM9IeCKOTO BHIBOJA

forward chaining - mpsiMor1 J1orMvIecKmit BBIBOT,

backward chaining - 06paTHBIVI JIOTM4YecKI BHIBOJ,

directed acyclic graph - opueHTHMpPOBaHHBIVI IIMKINMYIECKUI
rpad

arc - gyra

conditional dependence - ycsioBHast 3aBMCMMOCTH

to be subject to controversy - BbI3bIBaTh CIIOPHI

track record - mocTy>KHOVI CIIMICOK, TOCTVDKEHMS

The artificial intelligence community can be roughly divided
into two schools of thought: conventional Al and computational
intelligence. Conventional Al is based on machine learning,
which is the development of the techniques and algorithms that
allow machines to “learn” or at least simulate learning. Machine
learning attempts to use computer programs to generate
patterns or rules from large data sets. This problem is similar to
the data-mining problem (and data mining is one area where Al
has found commercial success). Machine learning makes heavy
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use of symbolic formalism and logic, as well as statistics. Key
areas in conventional Al include case-based reasoning,
behavior-based Al, Bayesian networks, and expert systems.
Computational intelligence, in contrast, relies more on clever
algorithms (heuristics) and computation and less on formal
logical systems. Computational intelligence is sometimes
referred to as soft computing. It often involves iterative
methods using computation to generate intelligent agents.
Whereas conventional Al is considered to be a top-down
approach, with the structure of solutions imposed from above,
computational intelligence is more bottom-up, where solutions
emerge from an unstructured initial state. Two areas of
computational intelligence will be discussed further: neural
networks and fuzzy logic. Hybrid intelligent systems attempt to
combine the two approaches. Some proponents claim that this
is appropriate, because the human mind uses multiple
techniques to develop and verify results, and hybrid systems
show some promise.

Another distinction within the artificial intelligence community
is weak Al versus strong AI. Weak Al refers to using software to
solve particular problems or reasoning tasks that do not
encompass fully human intelligence. Strong Al implies creating
artificial systems that are fully self-aware, the systems that can
reason and independently solve problems. Current research is
nowhere near creating strong Al, and a lively debate is ongoing
as to whether this is even possible.

Another division in the artificial intelligence community is over
the best way to design an intelligent system (Neats versus
Scruffies). The Neats maintain that the solution should be
elegant, obvious, and based on formal logic. The Scruffies hold
that intelligence is too messy and complicated to be solved
under the limitations the Neats propose. Interestingly, some
good results have come from hybrid approaches, such as
putting ad hoc rules (Scruffy style) into a formal (Neat) system.
Not surprisingly, the Neats are often associated with
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conventional artificial intelligence, whereas the Scruffies are
usually associated with computational intelligence.
Conventional Al has achieved success in several areas. Expert
systems, or knowledge-based systems, attempt to capture the
domain expertise of one or more humans and apply that
knowledge. Most commonly, this is done by developing a set of
rules that analyze information about a problem and
recommend a course of action. Expert systems demonstrate
behavior that appears to show reasoning. Expert systems work
best in organizations with high levels of know-how and
expertise that are difficult to transfer among staff. The simpler
expert systems are all based on binary logic, but more
sophisticated systems can include methods such as fuzzy logic.
At the heart of an expert system is an inference engine, a
program that attempts to create answers from the knowledge base
of rules provided by the expert. Knowledge engineers convert a
human expert’s “rules-of-thumb” into inference rules, which
are if-then statements that provide an action or a suggestion if a
particular statement is true. The inference engine then uses
these inference rules to reason out a solution. Forward chaining
starts with the available information and tries to use the
inference rules to generate more data until a solution is reached.
Backward-chaining starts with a list of solutions and works
backward to see if data exists that will allow it to conclude that
any of the solutions are true. Expert systems are used in many
fields, including finance, medicine, and automated
manufacturing.

Another approach from conventional Al that has achieved
some commercial success is case-based reasoning, or CBR,
which attempts to solve new problems based on past solutions
of similar problems. Proponents argue that case-based
reasoning is a critical element in human problem solving. As
formalized in computer reasoning, CBR is composed of four
steps: retrieve, reuse, revise, retain. First, access the available
information about the problem (Retrieve). Second, try to extend
a previous solution to the current problem (Reuse). Next, test
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the refactored solution and revise it if necessary (Revise).
Finally, store the new experience into the knowledge base
(Retain).

Behavior-based artificial intelligence (BBAI) attempts to
decompose intelligence into a set of distinct, semi-autonomous
modules. BBAI is popular in the robotics field and is the basis
for many Robocup robotic soccer teams, as well as the Sony
Aibo. A BBAI system is composed of numerous simple
behavior modules, which are organized into layers. Each layer
represents a particular goal of the system, and the layers are
organized hierarchically. A low layer might have a goal of
“avoid falling,” whereas the layer above it might be “move
forward.” The move forward layer might be one component of
a larger “walk to the store” goal. The layers can access sensor
data and send commands to the robot’s motors. The lower
layers tend to function as reflexes, whereas the higher layers
control more complex goal-directed behavior.

Bayesian networks are another tool in the conventional Al
approach. They are heavily based upon probability theory. The
problem domain is represented as a network. This network is a
directed acyclic graph where the nodes represent variables, and
the arcs represent conditional dependences between the
variables. Graphs are easy to work with, so Bayesian networks
can be used to produce models that are simple for humans to
understand, as well as effective algorithms for inference and
learning. Bayesian networks have been successfully applied to
numerous areas, including medicine, decision support systems,
and text analysis, including optical character recognition.

There is no widespread agreement yet on exactly what
Computational intelligence (CI) is, but it is agreed that it
includes neural networks and fuzzy computing. A neural
network consists of many nodes that cooperate to produce an
output. The system is trained by supplying input on the
solution of known problems, which changes the weighting
between the nodes. After training has tuned the parameters
between the connections, neural networks can solve difficult
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problems in machine vision and other areas. Also known as
neurocomputing, or parallel distributed processing, neural
networks loosely model structures in the human brain. Neural
network outputs rely on the cooperation of individual nodes.
Data processing in neural networks is typically done in parallel,
rather than sequentially as is the standard for nearly all modern
computers. Neural nets can generalize from their training, and
solve new problems, so they are self-adaptive systems. Neural
networks have been criticized as “bad science” because it is
difficult to explain exactly how they work. Nonetheless, neural
networks have been successfully applied in areas as diverse as
credit card fraud detection, machine vision, chess, and vehicle
control.

Fuzzy logic, fuzzy systems, and fuzzy set theory are all ways to
refer to reasoning that is based upon approximate values, rather
than precise quantities. Modern computers are built upon
binary, or Boolean, logic that is based on ones and zeros. The bit
is zero or one, yes or no, with no middle ground. Fuzzy systems
provide for a broader range of possible values. Consider the
question, “Are the books in the study?” Well, yes, there are
books in the study. There are also books in the office, books in
the bedroom, and a pile of books in the doorway to the study.
Fuzzy logic provides for an answer of 72%, meaning that 72%
of the books are in the study. Fuzzy sets are based on vague
definitions of sets. They are not random. Fuzzy logic is not
imprecise; rather, it is a formal mathematical technique for
handling imprecise data. Like neural networks, fuzzy logic is
subject to controversy and criticism. But systems based on
fuzzy logic have an excellent track record at certain types of
problems. Antilock braking systems are based on fuzzy logic,
and many appliances incorporate fuzzy logic.

Notes:
Bayesian network (Bayesian network, Bayes network, belief
network, Bayes(ian) model or probabilistic directed acyclic
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graphical model) is a probabilistic graphical model (a type of
statistical model) that represents a set of random variables and
their conditional dependencies via a directed acyclic graph
(DAG).

Robocup is an international robotics competition that aims to
develop autonomous robots with the intention of developing
research and education in the field of artificial intelligence. The
best universities in the world compete in several leagues.

AIBO (Artificial Intelligence robot) is a robotic project from
Sony. In Japanese, AIBO means pal or partner. AIBO was one of
several types of robotic pets that were designed and
manufactured by Sony. Sony Aibo is basically a robotic dog
that that is able to walk and “see” its environment using the on
board cameras. It is even able to recognize spoken commands
in languages including Spanish and English.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1. Machine learning makes heavy wuse of symbolic
formalism and logic, as well as statistics.

2. Whereas conventional Al is considered to be a top-down
approach, with the structure of solutions imposed from
above, computational intelligence is more bottom-up,
where solutions emerge from an unstructured initial
state.

3. Some proponents claim that this is appropriate, because
the human mind uses multiple techniques to develop
and verify results, and hybrid systems show some

promise.

236



Weak Al refers to using software to solve particular
problems or reasoning tasks that do not encompass fully
human intelligence.

Current research is nowhere near creating strong Al,
and a lively debate is ongoing as to whether this is even
possible.

The Neats maintain that the solution should be elegant,
obvious, and based on formal logic. The Scruffies hold
that intelligence is too messy and complicated to be
solved under the limitations the Neats propose.

Expert systems, or knowledge-based systems, attempt to
capture the domain expertise of one or more humans
and apply that knowledge.

There is no widespread agreement yet on exactly what
Computational intelligence (CI) is, but it is agreed that it
includes neural networks and fuzzy computing.

2. Answer the following questions:

NSO LN

What are the ways to classify Artificial Intelligence?
How does an expert system work?

What are the four steps in case-based reasoning?
What tasks do the layers of a BBAI system perform?
Where are Bayesian networks applied?

What are the working principles of a neural network?
How does fuzzy logic differ from Boolean logic?

3. Translate into English:

Srmmennyt, Kaocckuii ¢ octposa Kput - monmymumdpraeckmm
o3t u dwmrocod, xusimnt B VI B. 10 H.3., OOHaXIH 3asgBIII:
«Bce xpuTsiHe - jDKellbl!». Tak Kak OH M caM OBUI KPUTSHMHOM,
TO €ro IIOMHST KaK M300peTraresis Tak Ha3bIBA€MOTO KPUTCKOTO
HapasoKca.
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B TepMmmHax apucroTesieBoy JIOTMIKM, B KOTOpPOM
yTBepXJleHre He MOXeT ObITh OHOBpeMeHHO WCTUHHBIM WU
JIOXKHBIM, ¥ IIOJOOHBIE CAaMOOTPUIIAHMS He VMEIOT CMBICIIA.
Eciit oHM MICTMIHHBI, TO OHM JIOXHBI, HO €CJIV OHW JIOXHBI, TO
OHU VICTUHHBI.

V1 s3pmece Ha cClieHy BBIXOOUT HeueTKas JIOIMKa, I7ie
IIepeMeHHble MOI'YT OBbITH YaCTWYHBIMM WIeHaMM MHOXeCTB.
VlcTMHHOCTD MM JIOKHOCTD IIepecTaloT ObITh aOCOITIOTHBIMM —
YTBEPXXIOEHVA MOTYT OBITh YACTWMYHO MCTMHHBIMIU ¥ YaCTUIHO
JIOKHBIMW. VIcmosib30BaHMe IIOOOHOIO IIOAXO[a II03BOJIAeT
CTpPOro MaTeMaTW4ecKM AoKa3aTh, YTO HapaJoKC DIMMeHMia
posHO Ha 50% mcTrHeH 1 Ha 50 % J10)keH.

TaxmM oOpa3om, HedeTKas JIOTMKa B CaMOVI CBOEVI OCHOBE
HEeCOBMECTMMa C apWVCTOTeIeBOV JIOTMKOV, OCOOeHHO B
oTHoIIeHMM 3aKkoHa Tertium non datur («Tperbero He maHO» -
JIaT.), KOTOPBIVI TaKXKe Ha3bIBAIOT 30KOHOM UCKAWOUEHUs CpeOHe2o.
Ecim cpopmysmmpoBaTh ero KpaTko, TO 3BY4YMT OH TaK: ecyin
yTBepXJeHue He SBJISeTCs WCTUHHBIM, TO OHO SBJIS€TCS
JIOXKHBIM. DT TOCTYJIaThl HACTOJIBKO 0a30Bble, UTO VX HaCTO
IIPOCTO IIPMHMMAIOT Ha Bepy.

bostee OaHasibHBIVI HpUMep IIOJIB3BI HEUETKOW JIOTMKM
MOXHO IIpMBECTVI B KOHTeKCTe KOHIIENIIMM  XOJIofa.
BospIMHCTBO  JTIIOZIEVT  CIIOCOOHO  OTBETUTh Ha  BOIPOC:
«XoJjI0gHO JIM BaM cemdac?». B OoJIBIIMHCTBe CiIy4aeB JIIOAU
IIOHMMAIOT, YTO peub He ujeT 00 abCcoIIIOTHON TeMIlepaType 10
mkate KempBuHa. XoTsa Temmepatypy B 0 K MoxsHO, 0e3
COMHEHMI, Ha3BaTbh XOJIOAOM, HO TeMItepatypy B +15 C MHOTrMIE
XOJIOFIOM CUUTATh He OYIyT.

Ho wmammHbel He cr1ocoOHBI IIPpOBOAUTH TaKyIO TOHKYIO
rpagaumio. Ecm craHpmaprom onpenerieHus xosopga Oymer
«TemIiepaTtypa Hioke +15 C», To +14,99 C GyneT paciieHMBaThCA
Kak xosoz, a +15 C - He Oymer!

4. Give the summary of the text using the key terms.
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CURRENT TRENDS

Read the following words and word combinations and use
them for understanding and translation of the text:

hype - HaBa3umBas (arpeccMBHas) peKslaMa, peKJIaMHas
IIyMMXa, pacKpyTKa

acquisitions - mpmoOpeTeHME

buzz word - MogHOe c/10BIIO

cognitive computing - KOrHMTHMBHBIE BBIYMCIIEHNU,
I03HaBaTe/IbHbIe BHIYVC/IEHVST

predictive analytics - nporHo3Hast aHanMTHKa

two-voice counterpoint - aByxrosocaa  noMdOHMA
(KOHTpaIyHKT)

visual cue - BU3yanpHasa moackaska

to underpin - 1e>xaTh B OCHOBe

big data - Gos1pIIIVEe TaHHBIE, CyIIepMAcCUB JaHHBIX

to sift through - mepeonmarure

evidence - peasibHBIe PaKThI, IOJTyUeHHbIE CBEJICHN

to leverage - BBITOTHO MCII0JIB30BaTh, II0-HOBOMY IIPMMEHSTH
relevant information - HeoOxogmMmas  (akTyasIbHasi)
vHJpOopManms

It looks like the beginning of a new technology hype for
artificial intelligence (AI). The media has started flooding the
news with product announcements, acquisitions, and
investments. Al is capturing the attention of tech firm and
investor giants such as Google, Microsoft, and IBM. The buzz
words are great too: cognitive computing, deep learning, AI2.
For those who started their careers in Al and left in
disillusionment or data scientists today, the consensus is often
that artificial intelligence is just a new fancy marketing term for
good old predictive analytics. They point to the reality of
Apple’s Siri to listen and respond to requests as adequate but
more often frustrating. Or, IBM Watson’s win on Jeopardy as
data loading and brute force programming.
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But, is this fair? No. New Al breaks the current rule that
machines must be better than humans: they must be smarter,
faster analysts, or manufacture things better and cheaper.

New Al says:

The question is sometimes more important than the answer.
Suggestions don’t always need to be answers, they can
be questions. Eric Horvitz of Microsoft told MIT
Technology Review, “...Another possibility is to build
systems that understand the value of information,
meaning they can automatically compute what the next
best question to ask is....”

Improvisation is the true meaning of adaptation. Search on
‘artificial intelligence” and ‘improvisation” and you get a
lot of examples of Al being linked to music. The head of
Facebook’s Al lab and musician, Yan Lecun, says,”]
have always been interested in Jazz because 1 have
always been intrigued by the intellectual challenge of
improvising music in real time”. Linking the two, he
wrote a program that automatically composed two-
voice counterpoint for a college artificial intelligence
project.

Collaboration produces better results. Guy Hoffman at the
Media Innovation Lab, School of Communication, IDC
Herzliya introduced a robot that could not only
compose music independently, but also collaborate with
another musician (Guy himself) to create a new piece of
music. The robot provided visual cues, reacting and
communicating the effect of the music and creative
process for lifelike interaction between robot and
composer.

This is game changing, both in how organizations operate and
strategize as well as the impact on customer experience. These
three principles are the foundation for customer and
organizational engagement. Today Al is like a super smart
magic eight ball. Tomorrow Al supports and creates a dialog
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between companies and customers, managers and employees,
and business to business.

We're now seeing the emergence of cognitive computing, a
new era of computing systems that will understand the world
in the way that humans do: through senses, learning, and
experience.

These new cognitive systems will help us think. They will relate
to us and answer questions using the language we humans use
every day. They will learn from their interactions with data and
with us, basically adapting their behavior automatically based
on new knowledge.

That’s what makes this third major era of computing such a
huge leap forward. The first era was made up of tabulating
machines and the second of programmable computers. While
the programmable era will continue perhaps indefinitely and
certainly underpin the next era of computing, cognitive systems
represent a whole new approach to solving complex data and
information analysis problems that goes beyond just
computing.

Data is available everywhere, all the time. It's piling up, simply
waiting to be used. Which is why we need computing systems
that we can interact with using human language, rather than
programming language. We need computers that can dish up
advice, rather than waiting for commands.

How will these systems work? IBM Watson, one of the first
systems built as a cognitive computing system, applies deep
analytics to text and other unstructured big data sources to pull
meaning out of the data by using inference, probability, and
reasoning to solve complex problems. Watson is a first step
toward cognitive computing, expanding the reaches of human
understanding by helping us quickly and efficiently sift
through massive amounts of data, pinpointing the information
and insights that are now trapped within these sources.

Watson does this by using hundreds of analytics, which
provide it with capabilities such as mnatural language
processing, text analysis, and knowledge representation and
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reasoning to make sense of huge amounts of complex
information in split seconds, rank answers based on evidence
and confidence, and learn from its mistakes. And, of course,
this capability is deployed in the cloud and made available to
applications as a cognitive service.

One of the first domains for Watson is healthcare. Cleveland
Clinic is working to explore how Watson can be used to better
leverage valuable information trapped in large electronic health
records. Watson’s analytics can sift through unstructured
clinical notes in a patient’s health record, reason over that
information, and connect it with other structured information in
the health record to produce summaries, deeper insights, and
faster access to relevant information.

A new application of Watson, called WatsonPaths, is able to
analyze complex medical scenarios and propose relationships
and connections to possible diagnoses extracted from the
underlying medical literature. Medical students can interact
with WatsonPaths to both learn from Watson and teach Watson
by grading Watson’s recommendations.

"Right now the science of cognitive computing is in the
formative stages," says IBM Research's Ton Engbersen. "To
become machines that can learn, computers must be able to
process sensory as well as transactional input, handle
uncertainty, draw inferences from their experience, modify
conclusions according to feedback, and interact with people in a
natural, human-like way."

Watson is a first step, but it points to what will be possible and
how the age of cognitive computing will transform how we
work with computers and what we expect out of them, helping
remake our industries, economies and societies.

Notes:

deep learning is a set of algorithms in machine learning that
attempt to model high-level abstractions in data by using
architectures composed of multiple non-linear transformations.|
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brute force programming - mIporpaMMupoBaHIE MeTOIOM
'rpybomt  cwibl!, He3(PPEeKTUBHBII C TOUKM  3peHusd
pacxomoBaHMA BBIUNCIIATEIIBHBIX pecypcos CTWIb
IIporpaMMIMpOBaHMs, pelleHre "B J100", Korga IpOrpaMMMCT
rojlaraeTcss TOJIBKO Ha IIPOM3BOAMUTEIIBHOCTb KOMIIBIOTEpa,
BMECTO TOTO YTOOBI IIOIBITATECS YIIPOCTUTH 3a/1ady, - II0O9TOMY
HIporpaMMBl  IIOJIy4YalOTCS TPOMO3IKMMM, TsDKeJIOBECHBIMIU,
HesJleTaHTHBIMI. B pdne caydaeB Takom IIOOXOf OIIpaBaaH,
HallpyMep, KOIza pellleHre pa3oBol 3aaull Hy>KHO IIOJIYYUTb
JIFO0OTI ITeHO

magic eight ball taxke mystic 8 ball, map cynp0s1, map
BOIIPOCOB ¥ OTBETOB, IIap IpelcKasaHMI — WIPYIIKa,
IIYTOYHBIV CIIOCOO IIpefcKasblBaTh Oyaylllee. DTo IIap,
CIIeJIaHHBIVT W3 IDIacTMacchl, oOprHO amamerpoMm 10-11 cm,
BHYTPU KOTOPOTO €CTb €MKOCTb C TEMHOW XWUOKOCTBHIO, B
KoTopom 1wiaBaeT dpurypa ¢ 20 OBEpXHOCTSIMU — WMKOCA3IP,
Ha KOTOpbIX HaHeceHBI oOTBeThl. OTBeThl (20 BapmaHTOB)
HaHeceHBI B dopmare «Ia», «HET», «aOCOJIIOTHO TOYHO»,
«IUIOXVI€ IIIaHCHI», «BOIIPOC He SICEeH», U T. 1.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

e For those who started their careers in Al and left in
disillusionment or data scientists today, the consensus is
often that artificial intelligence is just a new fancy
marketing term for good old predictive analytics.

e This is game changing, both in how organizations
operate and strategize as well as the impact on customer
experience. These three principles are the foundation for
customer and organizational engagement.
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e While the programmable era will continue perhaps
indefinitely and certainly underpin the next era of
computing, cognitive systems represent a whole new
approach to solving complex data and information
analysis problems that goes beyond just computing.

e Watson is a first step toward cognitive computing,
expanding the reaches of human understanding by
helping us quickly and efficiently sift through massive
amounts of data, pinpointing the information and
insights that are now trapped within these sources.

2. Answer the following questions:

1. What is the current situation in the field of AI?

2. What are the three basic principles of new AI?

3. Why is Al (in its current state) called “a super smart
magic eight ball”?

4. How does Watson address complex problems?

5. Where can cognitive computing systems be applied?

3. Translate into English:

o cumx mop Bce, uYro OBUIO B KubOepHeTVMKE W
BBIUVMCIIUTEIIPHON TeXHVKe, 0a3npoBasIoch, TakK WV VMHade, Ha
mopersax ¢poH Hermmmana n Teropunra. Ceropnas IBM Research
ViccIlelyeT cileytollee IIOKOIeHVe BEIYMCIIUTEIbHBIX CUCTEM —
KORHUMUBHBLX — OHU, IO CYyTHU, OTXOIAT OT Mofer TrropuHra,
KOTOpast TOBOPUT O TOM, YTO JII00O€e BBIUVCIIEHVIE MOXKeT OBITh
IIpeaCcTaBjIeHO B Be OecKOHEeYHOVI JICHTEI STUeeK, B KaXKIOM 13
KOTOPBIX HAXOAMTCS OJIHA ITPOCTast KOMaH/Ia.

YestoBeyeckny MO3I Tak He paboraeT. Y HeMpOHOB, BO-
HepBbIX, TOpas3fgo Oosbllle cBg3el; BO-BTOPBIX, y HepBHOM
KieTkn Oosbire cocrostHm, 4yeM 0 m 1. A B-TpeTpux, M 3TO
camMoe BaKHOe, Y TPaAMUIIMOHHBIX KMOepHEeTYEeCKX YCTPOVICTB
ecTb 3 NPUHUMIIVAIBHO pasHble (QYHKIUM, pas[e/ieHHble
MeXxay pasHeiMM Momysamu. OgHa PyHKUMS — 3TO IIaMHATh,
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rge xpaHuTcd wHopManms, BTopas QYHKIUS — 3TO
YCTPOVICTBO BBO/Ia-BbIBOJIA U1 TPEThs — 3TO, COOCTBEHHO TOBOPS,
dyHKIM BeIumciienns. HemrpoH - ycTpovicTBO yHUBepcaIbHOe:
OH IToJIy4aeT MHPOpMaIINIO, XpaHUT U IlepepabaThIBaeT ee.

TakM o00pasoM, KOTHUTHMBHBIE MaIllMHbBI, KOHEYHO,
IOJDKHBI He 3aHOBO CcO3[aBaTh MO3I (IIpMpofa OAMH pas yxe
3TO cHejlajla), a Ha OCHOBe TeX 3HaHWUI O (pu3MUecKux u
XVIMIUYEeCKMX IIpolieccax, KOTOpble IIPOMCXOHOAT B 4YMuIIe,
IIOTIBITATBCSI BOCHPOM3BECTM 3TOT €OVHBIV, IapajUIeIbHBIV 110
Hpupoae, PacTSHYTBII BO BpeMeHM IIpollecC IIO3HaHMH,
MBIIIUIEHNs, BOCHPUATUSA M OCMBICJIEHMs peaJIbHOCTV, ¥ Ha
3TOM OCHOBaHWM BBIIATh pellleHe.

IToxa uTO XMBBIe cyCTeMBI TOpa3mo Oostee 3dpdexTMBHBL,
npexze Bcero, sHeprermdeckn. Cynepkommnbiorep Watson,
OOBITpaBIIMII ~ yYaCTHMUKOB  TEJIEBUKTOPMHBL  Jeopardy!,
norpeOisiet 80 kBT sHeprum, a uermosedeckmit mo3r — 20 Bt. To
ectb Watson B 4 Tbic. pa3 MeHee 3Hepro3ddeKkTnBeH, YeM MO3T:
Ha OJIMHaAKOBOe IO pe3ysbTaTy IeVICTBe y Hero yXOOuT
ropaszio 6osIbllle SHepriN, yeM y uesioBekKa.

4. Give the summary of the text using the key terms.
Topics for essays (you might need additional information):
e The origins of Al
e Expert systems

o AI2
e Cognitive computing
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ARTIFICIAL INTELLIGENCE: ROBOTICS AND A-LIFE

ROBOTICS

Read the following words and word combinations and use

them for understanding and translation of the text:

intricate - MyIpeHBIVI, 3aMbIC/IOBAThIVi, CJIOXKHBIV
gears and cams - 11recTepeHKM M 3KCIeHTPUKM
tentative - mpoOHBI, 3KcIepMMeHTaIbHBIN

serf - KperocTHOM

end effector - pabGoumit opraH, 3axBaTHOe YCTPOVICTBO,

KOJIBIIEBOM 3aXBaT
welding - CBapKa, CBapoOvYHbIe paboThI

automatic guided vehicle - poGokap, aBTromMaTHUecKM

yiipaBJisieMas TeJIeJKKa
scouting - pa3BenKka, T030p
rover - CAMOXOJHasI MaIlIMHa

law enforcement - mpaBooxpaHUTe/IbHBIE OpTaHBI, OXpaHa

MpaBoOIIOPsIKA
market penetration - BHenpeHMe (BBIX0/I) Ha PHIHOK
low-wage - HU3KOOIIJTaYMBaeMbIV

hazardous materials - ormacHbIe BeliecrBa

viability - >k13Hec10c00HOCTB, )KMBY4eCcThb

swarm intelligence - poeBo1 MHTe/UIeKT

swarm robotics - rpynmosas po60oToTeXHMKa

fault tolerance - 0TKa30ycTOMIMBOCTH

malfunction - c6o71, HeMcIIpaBHOCTH

scalable - MacmITabupyemsbIr, pasMepHO BapbUpyeMbIi
mapping - KaprorpadvpoBaHue

senior lecturer - crapmmmit npenoxasareb
search-and-rescue - 1moMcKoBo-cracaTeIbHBIV
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contaminated environment - 3apakeHHas OKpy>Karomias
cpena
envision - mpeaBuaeTh, IpeACTaBIsSITh ce0e, BOOOpa>kaTh

The idea of the automaton — the lifelike machine that performs
intricate tasks by itself — is very old. Simple automatons were
known to the ancient world. By the 18th century, royal courts
were being entertained by intricate humanlike automatons that
could play music, draw pictures, or dance. A little later came
the “Turk,” a chess-playing automaton that could beat most
human players.

However, things are not always what they seem. The true
automatons, controlled by gears and cams, could play only
whatever actions had been designed into them. They could not
be reprogrammed and did not respond to changes in their
environment. The chess-playing automaton held a concealed
human player. True robotics began in the mid-20th century and
has continued to move between two poles: the pedestrian but
useful industrial robots and the intriguing but tentative
creations of the artificial intelligence laboratories.

Industrial Robots

In 1921, the Czech playwright Karel Capek wrote a play called
R.U.R. or Rossum’s Universal Robots. Robot is a Czech word that
has been translated as work(er), serf, or slave. In the play the
robots, which are built by factories to work in other factories,
eventually revolt against their human masters. During the
1960s, real robots began to appear in factory settings.

An industrial robot is basically a movable arm that ends in a
“hand” called an end effector. The arm and hand can be moved
by some combination of hydraulic, pneumatic, electrical, or
mechanical means. Typical applications include assembling
parts, welding, and painting. The robot is programmed for a
task either by giving it a detailed set of commands to move to,
grasp, and manipulate objects, or by “training” the robot by
moving its arm, hand, and effectors through the required
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motions, which are then stored in the robot’s memory. The
early industrial robots had very little ability to respond to
variations in the environment, such as the “work piece” that the
robot was supposed to grasp being slightly out of position.
However, later models have more sophisticated sensors to
enable them to adjust to variations and still accomplish the task.

Mobile Robots and Service Robots

Industrial robots work in an extremely restricted environment,
so their world representation can be quite simple. However,
robots that can move about in the environment have also been
developed. Military programs have developed automatic
guided vehicles (AGVs) with wheels or tracks, capable of
navigating a battlefield and scouting or attacking the enemy.
Space-going robots including the Sojourner Mars rover also
have considerable onboard “intelligence,” although their
overall tasks are programmed by remote commands.

Indeed, the extent to which mobile robots are truly autonomous
varies considerably. At one end is the “robot” that is steered
and otherwise controlled by its human operator, such as law
enforcement robots that can be sent into dangerous hostage
situations.

Moving toward greater autonomy, we have the “service robots”
that have begun to show up in some institutions such as
hospitals and laboratories. These mobile robots are often used
to deliver supplies. For example, the Help-Mate robot can travel
around a hospital by itself, navigating using an internal map. It
can even take an elevator to go to another floor.

Service robots have had only modest market penetration,
however. They are relatively expensive and limited in function,
and if relatively low-wage more versatile human labor is
available, it is generally preferred. For now mobile robots and
service robots are most likely to turn up in specialized
applications in environments too dangerous for human
workers, such as in the military, law enforcement, handling of
hazardous materials, and so on.
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Smart Robots

Robotics has always had great fascination for artificial
intelligence researchers. After all, the ability to function
convincingly in a real-world environment would go a long way
toward demonstrating the viability of true artificial intelligence.
Building a smart, more humanlike robot involves several
interrelated challenges, all quite difficult. These include
developing a system for seeing and interpreting the
environment (computer vision) as well a way to represent the
environment internally so as to be able to navigate around
obstacles and perform tasks.

One of the earliest Al robots was “Shakey,” built at the Stanford
Research Institute (SRI) in 1969. Shakey could navigate only in a
rather simplified environment. However, the “Stanford Cart,”
built by Hans Moravec in the late 1970s could navigate around
the nearby campus without getting into too much trouble.

An innovative line of research began in the 1990s at MIT.
Instead of a “top down” approach of programming robots with
explicit logical rules, so-called behavior-based robotics works
from the bottom up, coupling systems of sensors and actuators
that each have their own simple rules, from which can emerge
surprisingly complex behavior. The MIT “sociable robots” Cog
and Kismet were able to explore the world and learn to interact
with people in somewhat the way a human toddler might.

Swarm robotics is an approach to robotics that emphasizes
many simple robots instead of a single complex robot. A robot
swarm has much in common with an ant colony or swarm of
bees. No individual in the group is very intelligent or complex,
but combined, they can perform difficult tasks. Swarm robotics
has been an experimental field, but many practical applications
have been proposed.

A traditional robot often needs complex components and
significant computer processing power to accomplish its
assigned tasks. In swarm robotics, each robot is relatively
simple and inexpensive. As a group, these simple machines
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cooperate to perform advanced tasks that otherwise would
require a more powerful, more expensive robot.

Using many simple robots has other advantages as well. Robot
swarms have high fault tolerance, meaning that they still will
perform well if some of the individual units malfunction or are
destroyed. Swarms also are scalable, so the size of the swarm
can be increased or decreased as needed.

One use that researchers have demonstrated for swarm robotics
is mapping. A single robot would constantly need to keep track
of its location, remember where it had been and figure out how
to avoid obstacles while still exploring the entire area. A swarm
of robots could be programmed simply to avoid obstacles while
keeping in contact with other members of the swarm. The data
from all of the robots in the swarm is then combined into a
single map.

Swarm robotics has been an emerging field, and it has
presented unique challenges to researchers. Programming a
swarm of robots is unlike other types of programming. The
model of distributed computing — using many computers to
work on a single large task — is somewhat similar. Unlike
distributed computing, however, each individual in swarm-
style robotics deals with unique stimuli. Each robot, for
example, is in a different location at any given time.

Some approaches to swarm robotics use a control unit that
coordinates other robots. Other approaches use techniques
borrowed from nature to give the swarm itself a type of
collective intelligence. Much of the current research in the field
focuses on finding the most efficient way to use a swarm.
Swarm robotics is a concept that's buzzed around since the
1980s, but now the technology is starting to fly. The
environmental applications being explored range from coral
restoration and oil spill clean-ups to precision farming - even
the creation of artificial bees to pollinate crops.

Dr Roderich Gross, senior lecturer in robotics and
computational intelligence, explains the concept: "In a swarm
system there is no single point of failure - if a unit fails, the
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whole system keeps on going. Wherever you have a very heavy
load that a human cannot manipulate, using a swarm of robots
to do the job would be very sensible. That could be in a factory,
transporting boxes. Or it could be a search-and-rescue scenario
- maybe a collapsed building and you need to remove a very
heavy part, or working in contaminated environments."
Scientists and designers at Heriot-Watt University have been
looking at using a swarm of '"coral bots" to restore ocean
habitats. Dr Lea-Anne Henry of the university's school of life
sciences believes that swarm robotics can "revolutionise
conservation". Agriculture is looking into the potential for using
swarms too. Professor Simon Blackmore, head of engineering at
Harper Adams University works on larger robots that can work
in fleets, able to identify weeds and administer microdots of
chemicals with the result of using 99.9% less herbicide than
traditional methods. He believes that, though the technology
may appear an expensive luxury, it may have a wider appeal
than the latest generation of conventional farm machinery such
as expensive tractors and harvesters.

Perhaps the most famous - and controversial - swarm project to
date is Harvard University's "Robobees", aiming to find an
artificial solution to pollination to address the current decline in
the global bee population. Here the robotic swarm is attempting
to replicate one of nature's greatest swarms. But even setting
aside the ethics of attempting to replace nature's pollinators, the
idea may remain impossible.

The problems of organizing a swarm haven’t kept people from
imagining what swarm robotics could offer some day. Some
scientists envision a swarm of very small microbots being used
to explore other planets. Other proposed uses include search-
and-rescue missions, mining and even firefighting. When used
with nanobots — microscopic-size robots — swarm robotics
could even be used in human medicine.
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Future Applications

A true humanoid robot with the kind of capabilities written
about by Isaac Asimov and other science fiction writers is not in
sight yet. However, there are many interesting applications of
robots that are being explored today. These include the use of
remote robots for such tasks as performing surgery
(telepresence) and the application of robotics principles to the
design of better prosthetic arms and legs for humans (bionics).
Farther afield is the possibility of creating artificial robotic “life”
that can self-reproduce.

Notes:

The Turk, also known as the Mechanical Turk or Automaton
Chess Player was a fake chess-playing machine constructed in
the late 18th century. From 1770 until its destruction by fire in
1854, it was exhibited by various owners as an automaton,
though it was exposed in the early 1820s as an elaborate hoax.
Karel Capek (1890 - 1938) was a Czech writer of the early 20th
century best known for his science fiction, including his novel
War with the Newts and the play R.U.R. that introduced the
word robot.

Sojourner was the Mars Pathfinder robotic Mars rover that
landed on July 4, 1997 and explored Mars for around three
months.

Shakey the robot was the first general-purpose mobile robot to
be able to reason about its own actions. While other robots
would have to be instructed on each individual step of
completing a larger task, Shakey could analyze the command
and break it down into basic chunks by itself. It was developed
from approximately 1966 through 1972 at the Artificial
Intelligence Center of Stanford Research Institute

MIT (Massachusetts Institute of Technology) is a private
research university in Cambridge, Massachusetts, founded in
1861 in response to the increasing industrialization of the
United States. The institute adopted apolytechnic university
model and stressed laboratory instruction.
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RoboBee is a tiny robot capable of tethered flight, developed by
a research robotics team at Harvard University. The 3-
centimeter (1.2 in) wingspan of RoboBee makes it the smallest
man-made device modeled on an insect to achieve flight.

Assignments

1. Translate the sentences from the texts into Russian in
writing paying attention to the underlined words and
phrases:

1.

True robotics began in the mid-20th century and has
continued to move between two poles: the pedestrian
but useful industrial robots and the intriguing but
tentative creations of the artificial intelligence
laboratories.

The early industrial robots had very little ability to
respond to variations in the environment, such as the
“work piece” that the robot was supposed to grasp
being slightly out of position.

At one end is the “robot” that is steered and otherwise
controlled by its human operator, such as law
enforcement robots that can be sent into dangerous
hostage situations.

Service robots have had only modest market
penetration, however.

After all, the ability to function convincingly in a real-
world environment would go a long way toward
demonstrating the viability of true artificial intelligence.
Swarm robotics has been an emerging field, and it has
presented unique challenges to researchers.

Other approaches use techniques borrowed from nature
to give the swarm itself a type of collective intelligence.
Swarm robotics is a concept that's buzzed around since
the 1980s, but now the technology is starting to fly.
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9. He believes that, though the technology may appear an
expensive luxury, it may have a wider appeal than the
latest generation of conventional farm machinery such
as expensive tractors and harvesters.

10. Perhaps the most famous - and controversial - swarm
project to date is Harvard University's "Robobees",
aiming to find an artificial solution to pollination to
address the current decline in the global bee population.

2. Answer the following questions:

How was the term “robot” coined?

What are the limitations of industrial robots?

Where are mobile robots being used?

What approaches does the development of smart robots

call for?

5. What are the advantages of swarm robotics over
conventional approaches?

6. What are the major challenges posed by swarm
robotics?

7. Where can swarm intelligence be of practical assistance?

Ll e

3. Translate into English:

ITpoext TERMES, peanmsyemblt B TedeHMe 4YeTbIpeX JIeT
VICCIIEOBATEIbCKOVI TPYIIION CaMOOPraHM3YIOIIMXCS CVCTEM
l'apBappackoro yHMBepcuTeTa, B OCHOBE KOTOPOIO JIEXKWUT
MofeIMpoBaHMe IIOBeHeHMS KOJIOHWM TepMWUTOB, VIMeEeT
KOHEUHYIO IleJIb B CO3[aHMM MacIITabupyeMom CHCTeMbl
VICKYCCTBEHHOTO WMHTEJUIeKTa, B OCHOBe KOTOpPOV JIeXKaT
IIpocTenie poOOThl, CIIOCOOHBIE yXKe ceidyac COBMECTHBIMU
yCWIVISIMV CTPOUTD OalllHM, IVPaMUIbL U APyTVie COOPYKeHMs,
BO3BOAA [aXe MONIOIHUTEIbHBIe 3JIeMEeHTHI, I103BOJIAIOIVIe
poboTaM ITOIHMMATHCS BBILIIE.
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JJaHHBIVI MPOEKT ¥MeeT aOCOIIOTHO APYTovl TMOAXOH K
opraHM3aIy paboT, HeXelM TpaAuIlMOHHAas MepapximdecKas
crucTeMa, B KOTOPOVI OCHOBHOV IUIaH JABVDKeTCH, Ipobsch Ha
MHO)KeCTBO MEJIKMX 3a/ja4, OT PYKOBOAMTesIeV BHICIIIero 3BeHa
uepes  dYepely  MeHeKepOB M CHeUMaJlICTOB K
HeloCpeCcTBeHHBbIM VCIIOJIHUTEeIIM. BmecTo aToro, momess
KOJIOHWI TEePMUTOB IpeaycMaTpUBaeT BBIIIOJIHEHNe paboT
KaXKIIbIM poborom 000cobs1eHHO, Oe3 BCSIKOTO
LIeHTpaIM30BaHHOIO PyKOBOZCTBA. VcciiemoBaTenit OOBsCHSIOT,
YTO pOOOTHI [IEVICTBYIOT IIPY IOMOIINM HPVHIIMIIA CTUIMePIuN
(stigmergy), IIpMHLMIIAa HeSBHBIX KOMMYHMKAIIUV, KOIJa
KaXXIbIVI MHAVBUAYYM paclio3HaeT M3MeHeHUs OKpy KaroIlen
€ro Cpembl ¥ KOPPEeKTHMPYyeT CBOM COOCTBEHHBIE IUIAHBI B
COOTBETCTBUM C 3TUMV M3MeHEeHVAMIL.

brarogaps wmcnosnp3oBaHMIO HPUHINMIIA  CTUTMEPINW,
poborel TERMES MoryT paboTtaTh rpymnmamMy OT HECKOIBKMX
9K3eMIUIIPOB O HEeCKOJIbKMX TBICSAY, BBIIOJIHAS edVHYIO0
3a7jauy, HO abCOJIIOTHO He obIaschk ApyT ¢ gpyrom. OTcyTcTBIe
LIeHTPaJIM30BaHHOIO yIpaBJleHs O3HadaeT, UTO Y CUCTEeMBI B
11eJIOM VIMeeTCsl KpaViHe BBICOKMV yPOBEeHb HaleXKHOCTH, BBIXOZ,
U3 CTpOsi OIHOrO 3K3eMIUIgpa poOoTa He IPUBOAUT K
HepabOTOCITOCOOHOCTM ~ CUCTeMBIl, a OCTaBIIMecss pPaboTbI
MPOIOJDKAIOT paboTy, He 3aMedas 3Toro gakTa. Takom mmomaxor
IO3BOJISET CAeIaTh poOOTOB MaKCUMaJIbHO IMIPOCTBIMM, Belb VIM
He TpebyeTcs HaJI4 Vs panvo- WM JIPYyroro
KOMMYHMKAIIMOHHOTO ~KaHajla, paboTaroIero Ha  MHBIX
npuHnumax. Poborer TERMES, co3maHHBIe rapBapACKUMM
viccilefloBaTesIIMM, VIMEIOT BCero IO YeThIpe JaTdiKa, 10 Tpu
He3aBMUCUMBIX  IIpMBOAAa M HECJIOXHBII  MeXaHWU3M,
Ho3BOJISAIOIIMY ~ OpaTh,  IlepeHOCUMTh M YKJIagblBaThb
CTpouUTesIbHBIe OJIOKM.

4. Give the summary of the text using the key terms.
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ARTIFICIAL LIFE

Read the following words and word combinations and use
them for understanding and translation of the text:

manifold - pa3HOOOpa3HbIVI, MHOTOOOpa3HBIN

blanket term - 06111171 TepMMUH

design space - mHpPOCTPAaHCTBO IPOEKTHBIX PeIIeHM
(mapameTtpoB)

generalize - 0600mmaTE

to conceive - 3agymaTh, 3aMBICJINTH, pa3paboTaTh

typified - Ha mpumepe

crossover - KpOCCHMHIOBeP (IIepeKpecT XpoOMOCOM)

to intervene - BMemmmBaTbcs

full-blown design - mnonHOdyYHKIMOHAIbHAsA MoOJesIb
(oOpaszem)

laypeople - HempodeccroHanbI

carbon chemistry - xummus yriiepogHbIX cOeIMHEHM

species of prey - XMIITHBIV BUT

predator - xmMIrHMK

to validate - mogTBepXHaTh, IPOBEPATH NPABUILHOCTD
conversely - HA000pOT, HAIPOTUB, € IPYTOVI CTOPOHBI

to remedy - 1eunTs, MCIpaBIATH

commitment to the idea - mpmuBep>xeHHOCTB MIEE

autopoiesis - camoco3aHMe, CaMOBOCIIPOVM3BOACTBO

The historical and theoretical roots of the field are manifold.
These roots include:

e cearly attempts to imitate the behavior of humans and
animals by the invention of mechanical automata in the
sixteenth century;

e cybernetics as the study of general principles of
informational control in machines and animals;

e computer science as theory and the idea of abstract
equivalence between various ways to express the notion
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of computation, including physical instantiations of
systems performing computations;

e John von Neumann's so-called self-reproducing Cellular
Automata;

e computer science as a set of technical practices and
computational architectures;

e artificial intelligence (Al)

e robotics;

e philosophy and system science notions of levels of
organization, hierarchies, and emergence of new
properties;

e non-linear science, such as the physics of complex
systems and chaos theory; theoretical biology, including
abstract theories of life processes; and

e evolutionary biology.

Artificial life is a blanket term used to refer to human attempts
at setting up systems with lifelike properties all biological
organisms possess, such as self-reproduction, homeostasis,
adaptability, mutational variation, optimization of external
states, and so on. The term is commonly associated with
computer simulation-based artificial life, preferred heavily to
robotics because of its ease of reprogramming, inexpensive
hardware, and greater design space to explore. Artificial life
projects can be thought of as attempts to generalize the
phenomenon of life, asking questions like, "what would life
have looked like if it evolved under radically different physical
conditions?", "what is the logical form of all living systems?", or
"what is the simplest possible living system?"

The term "artificial life", often shortened to "alife" or "A-Life",
was coined in the late 1980s by researcher Christopher Langton,
who defined it as "the study of artificial systems that exhibit
behavior characteristic of natural living systems. It is the quest
to explain life in any of its possible manifestations, without
restriction to the particular examples that have evolved on
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earth... the ultimate goal is to extract the logical form of living
systems."

Probably the first person to actively study and write on topics
related to A-Life was the noted mathematician John Von
Neumann, who was also an early figure in the field of game
theory. In the middle of the 20th century, Von Neumann
delivered a paper entitled "The General and Logical Theory of
Automata," in which he discussed the concept of a machine that
follows simple rules and reacts to information in its
environment. Von Neumann proposed that living organisms
are just such machines. He also studied the concept of machine
self-replication, and conceived the idea that a self-replicating
machine, or organism, must contain within itself a list of
instructions for producing a copy of itself. This was several
years before James Watson and Francis Crick, with the help of
Rosalind Franklin and Maurice Wilkins, discovered the
structure of DNA.

The field was expanded by the development of cellular
automata as typified in John Conway’s Game of Life in the
1970s, which demonstrated how simple components interacting
according to a few specific rules could generate complex
emergent patterns. This principle is used to model the flocking
behavior of simulated birds, called “boids”.

The development of genetic algorithms by John Holland added
selection and evolution to the act of reproduction. This
approach typically involves the setting up of numerous small
programs with slightly varying code, and having them attempt
a task such as sorting data or recognizing patterns. Those
programs that prove most “fit” at accomplishing the task are
allowed to survive and reproduce. In the act of reproduction,
biological mechanisms such as genetic mutation and crossover
are allowed to intervene. A rather similar approach is found in
the neural network, where those nodes that succeed better at
the task are given greater “weight” in creating a composite
solution to the problem.
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A more challenging but interesting approach to AL is to create
actual robotic “organisms” that navigate in the physical rather
than the virtual world. Roboticist Hans Moravec of the Stanford
Al Laboratory and other researchers have built robots that can
deal with unexpected obstacles by improvisation, much as
people do, thanks to layers of software that process perceptions,
fit them to a model of the world, and make plans based on
goals. But such robots, built as full-blown designs, share few of
the characteristics of artificial life. As with Al, the bottom-up
approach offers a different strategy that has been called “fast,
cheap, and out of control” —the production of numerous small,
simple, insectlike robots that have only simple behaviors, but
are potentially capable of interacting in surprising ways. If a
meaningful genetic and reproductive mechanism can be
included in such robots, the result would be much closer to true
artificial life.

Artificial life is still a very new discipline, having been founded
only in the late 1980s, and is still very much under
development. Like other new fields, it has been the subject of
some criticism. Based on its abstract nature, artificial life has
taken time to be understood and accepted by the mainstream;
papers on the topic have only recently been put into prominent
scientific publications like Nature and Science. As with any new
discipline, researchers need time to select the most fruitful
research paths and translate their findings into terms other
scientists and laypeople can understand and appreciate. The
field of artificial life is one that seems poised to grow as the cost
of computing power continues to drop.

Artificial life may be labeled software, hardware, or wetware,
depending on the type of media researchers work with.

Software artificial life_is rooted in computer science and
represents the idea that life is characterized by form, or forms of
organization, rather than by its constituent material. Thus, "life"
may be realized in some form (or media) other than carbon
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chemistry, such as in a computer's central processing unit, or in
a network of computers, or as computer viruses spreading
through the Internet. One can build a virtual ecosystem and let
small component programs represent species of prey and
predator organisms competing or cooperating for resources like
food.

The difference between this type of artificial life and ordinary
scientific use of computer simulations is that, with the latter, the
researcher attempts to create a model of a real biological system
(e.g., fish populations of the Atlantic Ocean) and to base the
description upon real data and established biological principles.
The researcher tries to validate the model to make sure that it
represents aspects of the real world. Conversely, an artificial life
model represents biology in a more abstract sense; it is not a
real system, but a virtual one, constructed for a specific
purpose, such as investigating the efficiency of an evolutionary
process of a Lamarckian type (based upon the inheritance of
acquired characters) as opposed to Darwinian evolution (based
upon natural selection among randomly produced variants).
Such a biological system may not exist anywhere in the real
universe. As Langton emphasized, artificial life investigates
"the biology of the possible" to remedy one of the inadequacies
of traditional biology, which is bound to investigate how life
actually evolved on Earth, but cannot describe the borders
between possible and impossible forms of biological processes.
For example, an artificial life system might be used to
determine whether it is only by historical accident that
organisms on Earth have the universal genetic code that they
have, or whether the code could have been different.

It has been much debated whether virtual life in computers is
nothing but a model on a higher level of abstraction, or whether
it is a form of genuine life, as some artificial life researchers
maintain. In its computational version, this claim implies a form
of Platonism whereby life is regarded as a radically medium-
independent form of existence similar to futuristic scenarios of
disembodied forms of cognition and AI that may be

260



downloaded to robots. In this debate, classical philosophical
issues about dualism, monism, materialism, and the nature of
information are at stake, and there is no clear-cut demarcation
between science, metaphysics, and issues of religion and ethics.

Hardware artificial life refers to small animal-like robots,
usually called animats, that researchers build and use to study
the design principles of autonomous systems or agents. The
functionality of an agent (a collection of modules, each with its
own domain of interaction or competence) is an emergent
property of the intensive interaction of the system with its
dynamic environment. The modules operate quasi-
autonomously and are solely responsible for the sensing,
modeling, computing or reasoning, and motor control that is
necessary to achieve their specific competence. Direct coupling
of perception to action is facilitated by the use of reasoning
methods, which operate on representations that are close to the
information of the sensors.

This approach states that to build a system that is intelligent it
is necessary to have its representations grounded in the
physical world. Representations do not need to be explicit and
stable, but must be situated and "embodied." The robots are
thus situated in a world; they do not deal with abstract
descriptions, but with the environment that directly influences
the behavior of the system. In addition, the robots have "bodies"
and experience the world directly, so that their actions have an
immediate feedback upon the robot's own sensations.
Computer-simulated robots, on the other hand, may be
"situated" in a virtual environment, but they are not embodied.
Hardware artificial life has many industrial and military
technological applications.

Wetware artificial life comes closest to real biology. The
scientific approach involves conducting experiments with
populations of real organic macromolecules (combined in a
liquid medium) in order to study their emergent self-organizing
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properties. An example is the artificial evolution of ribonucleic
acid molecules (RNA) with specific catalytic properties. (This
research may be useful in a medical context or may help shed
light on the origin of life on Earth.) Research into RNA and
similar scientific programs, however, often take place in the
areas of molecular biology, biochemistry and combinatorial
chemistry, and other carbon-based chemistries. Such wetware
research does not necessarily have a commitment to the idea,
often assumed by researchers in software artificial life, that life
is a composed of medium-in-dependent forms of existence.
Thus wetware artificial life is concerned with the study of self-
organizing principles in '"real chemistries." In theoretical
biology, autopoiesis is a term for the specific kind of self-
maintenance produced by networks of components producing
their own components and the boundaries of the network in
processes that resemble organizationally closed loops. Such
systems have been created artificially by chemical components
not known in living organisms.

The philosophical implications arising from the possible
development of true artificial life are similar to those involved
with “strong AL” Human beings are used to viewing
themselves as the pinnacle of a hierarchy of intelligence and
creativity. However, artificial life with the capability of rapid
evolution might quickly outstrip human capabilities, perhaps
leading to a world like that portrayed by science fiction writers
where flesh-and-blood humans become a marginalized
remnant population.

Notes:

Cellular Automaton is a collection of "colored" cells on a grid of
specified shape that evolves through a number of discrete time
steps according to a set of rules based on the states of
neighboring cells. The rules are then applied iteratively for as
many time steps as desired.

homeostasis is the ability to maintain a constant internal
environment in response to environmental changes.
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DNA or deoxyribonucleic acid is the hereditary material in
humans and almost all other organisms that encodes the genetic
instructions used in the development and functioning of all
known living organisms and many viruses.

Game of Life, also known simply as Life, is a cellular
automaton devised by the British mathematician John Horton
Conway in 1970. The "game" is a zero-player game, meaning
that its evolution is determined by its initial state, requiring no
further input. One interacts with the Game of Life by creating
an initial configuration and observing how it evolves.

Hans Moravec (born November 30, 1948, Kautzen, Austria) is
an adjunct faculty member at the Robotics Institute of Carnegie
Mellon University. He is known for his work on robotics,
artificial intelligence, and writings on the impact of technology.
Moravec also is a futurist with many of his publications and
predictions focusing on transhumanism. Moravec developed
techniques in computer vision for determining the region of
interest (ROI) in a scene.

animats are artificial animals, a contraction of animal-materials.
The term includes physical robots and virtual simulations.
ribonucleic acid (RNA) is a ubiquitous family of large
biological molecules that perform multiple vital roles in the
coding, decoding, regulation, and expression of genes. Together
with DNA, RNA comprises the nucleic acids, which, along with
proteins, constitute the three major macromolecules essential
for all known forms of life.

autopoiesis (from Greek aUto- (auto-), meaning "self', and
noinoig (poiesis), meaning 'creation, production") refers to a
system capable of reproducing and maintaining itself.

Assignments
1. Translate the sentences from the texts into Russian in

writing paying attention to the underlined words and
phrases:
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The term is commonly associated with computer
simulation-based artificial life, preferred heavily to
robotics because of its ease of reprogramming,
inexpensive hardware, and greater design space to
explore.

It is the quest to explain life in any of its possible
manifestations, without restriction to the particular
examples that have evolved on earth... the ultimate goal
is to extract the logical form of living systems.

This principle is used to model the flocking behavior of
simulated birds, called “boids”.

This approach typically involves the setting up of
numerous small programs with slightly varying code,
and having them attempt a task such as sorting data or
recognizing patterns.

As Langton emphasized, artificial life investigates "the
biology of the possible" to remedy one of the
inadequacies of traditional biology, which is bound to
investigate how life actually evolved on Earth, but
cannot describe the borders between possible and
impossible forms of biological processes.

The functionality of an agent (a_collection of modules,
each with its own domain of interaction or competence)
is an emergent property of the intensive interaction of
the system with its dynamic environment.

This approach states that to build a system that is
intelligent it is necessary to have its representations
grounded in the physical world.

2. Answer the following questions:

1.
2.

What are the origins of A-life as a discipline?

What questions are believed to be central to the field of
A-life?
What does the concept of Cellular Automata involve?
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4. Which of the three types of A-life seems to be most
promising?

5. What are the distinguishing features of each type?

6. What kind of ethic issues might arise concerning A-life?

3. Translate into English:

VcKkyccTBeHHas XXM3HB co3gaHa! BosmoyxHo 11 Takoe?

24 mag 2010 roma Ha Ipecc-KOHepeHILINY M3BeCTHBI 1
TaJIaHTJIMBBII aMepUKaHCKU Ouosior m OmsHecMeH Bentep,
IIepPBBLIN B MUpe paciiidpoBaBIINil TeHOM uejloBeKa, 0OBsBIII
0OIIIecTBeHHOCTH, YTO TI0f], €0 PyKOBOACTBOM MHCTUTYTOM €ro
Ke VIMeHU CO3/JaHa VICKYCCTBeHHasI JKM3Hb.

BriepBele B mcTOpMM co3aHa WMCKyCCTBeHHasl JKMBast
KJIeTKa, KOTopas BCelleJIo  yIpaB/IsdeTcss PYKOTBOPHBIM
reHomoMm. Panee yuenble ymmb pemakTupoBau [IHK 1o
KycouKaM, IIojly4asi TeHHOMOOM@WIIMPOBaHHbIE pacTeHWus W
JKVIBOTHBIX.

DTO HOCTVDKeHWe, HEeCOMHEHHO, IIOJIOrpeeT CIIOpbl 00
STUYHOCTY CO3JAaHMS WCKYCCTBEHHOV JKM3HM, a TakKxke O
IOPVIVYECKM-IIPAaBOBBIX ~ MOMEHTaX ¥ OOIIeCTBEeHHOM
OMACHOCTM TaKMX paboT. "DTO TIOBOPOTHBII MOMEHT B
OTHOIIIEHNX 4JejloBeKa C IIPUPOAON: BIIepBble co3[laHa Ilejasi
VICKyCCTBEeHHasl KJIeTKa C 3apaHee 3aJJaHHBIMM CBOVICTBaMM', -
HOSACHWI MOJIEKYJIApHBII  Ouosnor Pudyapnm D06pant  u3
Yumsepcurera Pytmkepca. Ilo MHeHMIO 3Kcmepros, BCKope
MeTo; OyHeT WCHOIB30BaTbCI B KOMMEPUECKMX IIeJIsX:
HEKOTOpble  KOMIIaHMW  yXe  pa3pabaTbIBalOT  >KVBBIE
OpTraHM3MBI, CIIOCOOHBIE CUHTE3MPOBATh TOIUIVMBO, BAKIIMHBL M
ap. Kommamms Synthetic Genomics Inc., ocHoBaHHas
Benrepom, 3axmoumia koHTpakT Ha 600 MIH. [Jo/UIapoB Ha
Ppa3paboTKy BOIOpOCIIeV, CIIOCOOHBIX ITOIIONIATh YIJIEKVCIIBIV
ras v IpOU3BOJIUTE TOIUIVBO.

Yuenple pakTMUecKu IPeTBOPWIM  KOMIIBIOTEPHYIO
IporpaMMy B HOBOe JXXMBOe CyIecTBO. B3sgB 3a ocHOBY ofHy m3
OaxTepuii, OHM BHeCJIM B KOMIIBIOTEp IIOJIHYIO pacIIndpoBKY
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ee TeHOMa, 3aMeHWIN HeKOTOpble parMeHTsl B 3TOM "TeKcTre"
CBOMMM  COOCTBeHHBIMM  "couMHeHMSIMU' ¥ TIOJIy4WIN
MOIMUIIMPOBaHHBIVI BapMaHT OaKTepuu IPYyroro peajbHO
CyIIIecTBYIOIIero sua. "Mbl M3roTasIMBaeM reHOM U3 YeTbIpex
Iy3bIPBKOB XVMMMKATOB, BHOCVM VCKYCCTBEHHBIVI T'€HOM B
KJIeTKY, M Halll MCKYCCTBEHHBIVI T'€HOM IOAYMHSEeT KIeTKY
cebe", - pa3pACHWI OOVH W3 PYKOBOOMTENIEV IIpoeKTa [3Huen
I'mbcon. YToObl 060cOOUTH 3Ty HOBYIO OaKTepuio 1 Bcex ee
IIOTOMKOB OT TBOPeHWUV Npuponsl, BeHTep u ero kosvierm
BCTaBWIM B TeHOM CBOWM VIMe€Ha, a TakKXke TpM LUTaThl U3
IDxerimca Jxovica v ApyruMx aBTOPOB. DTU '"TeHeTudecKue
BOIsSHbIe 3HaKM' IIOMOIYT Y4YeHbIM MpPeIbsBUTh IIPaBO
COOCTBEHHOCTM Ha KJIETKIL.

Topics for essays (you might need additional information):
e Early automatons
e Famous robotics projects

e Swarm intelligence: pros and cons
e Chemically Synthesized Genome
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FUTURE COMPUTING

QUANTUM COMPUTING

Read the following words and word combinations and use
them for understanding and translation of the text:

property - CBOVICTBO, Ka4eCTBO

quantum - KBaHT. KBAHTOBBIV

spin - BpaleHue

superposition - cynmepmosunysi, HaJIo>KeHMe, COBMeIleHie
to flesh out - KOHKpeTH3MpPOBaTH, M3I0XKUTH B JIeTasIsIX

to spur - moOy>xgaTh, CTUMYJIMpPOBaTh

in part - vacTuuaHO

to outline - HaMeuaTh, M3/10KUTH BKpaTIie

to factor - paxTopm30BaTh, Pa3IOKUTH (Ha MHOXKUTEJIN)
integer - mes1oe 4mcsI0

to be of great interest (to) - nmpeacraBsAITH 60/IBIION MHTEpPEC
(m1s1)

to tackle - 3aEMMaTbCs

entanglement - nepernyreiBaHMe (KBAHTOBBIX COCTOSTHWI)
to crack - packasbpIBaTh(Cs1), JIOMaThCS

civilian - rpaxmaHckm

The fundamental basis of electronic digital computing is the
ability to store a binary value (1 or 0) using an electromagnetic
property such as electrical charge or magnetic field.

However, during the first part of the 20th century, physicists
discovered the laws of quantum mechanics that apply to the
behavior of subatomic particles. An electron or photon, for
example, can be said to be in any one of several “quantum
states” depending on such characteristics as spin. In 1981,
physicist Richard Feynman came up with the provocative idea
that if quantum properties could be “read” and set, a computer
could use an electron, photon, or other particle to store not just
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a single 1 or 0, but a number of values simultaneously. This
ability of a quantum system to be in multiple states at the same
time is called superposition. The simplest case, storing two
values at once, is called a “qubit” (short for “quantum bit”). In
1985, David Deutsch at Oxford University fleshed out
Feynman'’s ideas by creating an actual design for a “quantum
computer”, including an algorithm to be run on it.

At the time of Feynman’'s proposal, the techniques for
manipulating individual atoms or even particles had not yet
been developed, so a practical quantum computer could not be
built. However, during the 1990s, considerable progress was
made, spurred in part by the suggestion of Bell Labs researcher
Peter Shor, who outlined a quantum algorithm that might be
used for rapid factoring of extremely large integers. Since the
security of modern public key cryptography depends on the
difficulty of such factoring, a working quantum computer
would be of great interest to spy agencies.

The reason for the tremendous potential power of quantum
computing is that if each qubit can store two values
simultaneously, a register with three qubits can store eight
values, and in general, for n qubits one can operate on 2" values
simultaneously. This means that a single quantum processor
might be the equivalent of a huge number of separate
processors. Clearly many problems that have been considered
not practical to solve might be tackled with quantum
computers.

Quantum computers also utilize another aspect of quantum
mechanics known as entanglement. Unfortunately, quantum
particles cannot be observed without being altered. Scientists
use their knowledge of entanglement to indirectly observe the
value of a qubit. When two subatomic particles become
entangled, one particle adopts the properties of the other.
Without looking at the qubit itself, scientists can read its value
by observing the behavior of a particle with which it is
entangled.
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There are many potential applications for quantum computing.
While the technology could be used to crack conventional
cryptographic keys, researchers have suggested that it could
also be used to generate unbreakable keys that depend on the
“entanglement” of observers and what they observe. The sheer
computational power of a quantum computer might make it
possible to develop much better computer models of complex
phenomena such as weather, climate, and the economy - or of
quantum behavior itself.

As of 2014 quantum computing is still in its infancy but
experiments have been carried out in which quantum
computational operations were executed on a very small
number of qubits. Both practical and theoretical research
continues, and many national governments and military
funding agencies support quantum computing research to
develop quantum computers for both civilian and national
security purposes, such as cryptanalysis.

Notes:
Bell Labs (Bell Laboratories) - ObIBIIIas amepmKaHCKasi, a HbIHe
dpaHKO-aMepUKaHCKas Koprioparnys, KPYITHBIN

VICCIIeZIOBATENIECKMIL IIEHTP B 0OJIacTM TeJleKOMMYHVIKAIINA,
3JIEKTPOHHBIX ¥ KOMITbIOTepHBIX crcTeM. IllTab-kBapTipa Bell
Labs pacnionnoxxeHa B Mroppent Xwu1 (Hero-[Ixepcn, CIIIA)

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. However, during the 1990s, considerable progress was
made, spurred in part by the suggestion of Bell Labs
researcher Peter Shor, who outlined a quantum
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algorithm that might be used for rapid factoring of
extremely large integers.

2. Since the security of modern public key cryptography
depends on the difficulty of such factoring, a working
quantum computer would be of great interest to spy
agencies.

3. Unfortunately, quantum particles cannot be observed
without being altered.

4. As of 2014 quantum computing is still in its infancy but
experiments have been carried out in which quantum
computational operations were executed on a very small
number of qubits.

5. Both practical and theoretical research continues.

2. Answer the following questions:

—

What is the basis of electronic digital computing?

2. What provocative idea did physicist Richard Feynman
come up with?

3. Why could a practical quantum computer not be built at
the time of Feynman’s proposal?

4. Describe the reason for a huge potential power of
quantum computing.

5. What aspects of quantum mechanics do quantum
computers utilize?

6. How can quantum computing be applied?

3. Translate into English:

CoBpeMeHHbIe KOMITBPIOTEPHBIE YMIIBI MOTYT COIEPKaTh 110
HECKOJIPKMX ~ MIWUIMApOOB  TPaH3UCTOPOB ~ Ha  OFHOM
KBaJIpaTHOM CaHTMMeTpe KpeMHUs, a B OyAylieM ITOmoOHBIe
3JIEMEHTb He OyAyT IpeBBIIIATh pasMepa  MOJIEKYJIBL
YcrpovictBa ¢ TaKMMM  YMIIaMM  Oy[yT — CYIIEeCTBEHHO
OTJIVYATBCS OT KJIACCUYECKVIX KOMIIBIOTEPOB. DTO 00yC/IOBIIEHO
TEM, YTO IIPUHIMIIBI MX PpaboThl OyAyT OCHOBaHBI Ha
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KBaHTOBOV MexaHMKe, (PU3MUeCKMX 3aKOHax, OOBSICHSIOMINX
IIOBefIeHI e aTOMOB ¥ Cy0aTOMHBIX YacTUII. YueHble Ha/leloTcs,
YTO  KBAHTOBble  KOMITBIOTEPBI ~ CMOTYT  pellaTb  psif
criendpmaecKmx 3agad ropasao ObIcTpee, UeM X KJIacCudecKye
coOparTh4.

B nmevictBUTENTBHOCTM CO371aTh KBAHTOBBII KOMITBIOTEP
Hertpocto. OCHOBHBIE €ro 3JIeMeHTHI - aTOMBbI, (POTOHBI IV
CIlelaIbHO CO3JaHHBle MUKPOCTPYKTYPBI, XpaHsilllye JaHHbIe
B TaK Ha3bIBaeMbIX KyOuTax (KBaHTOBBIX OmTax), 0cCOOeHHOCTb
KOTOPBIX 3aKJIIOYAeTCsl B TOM, UTO OHM JOJDKHBI OTBe4aTh AByM
pOoTMBOpeUYMBbIM TpeboBaHmsM. C OIHOV CTOPOHBI OHU
ITOJDKHBI OBITH JIOCTAaTOYHO VM30JIVPOBAHBI OT JIFOOBIX BHEIITHVIX
BO3OEVICTBUVI, KOTOphbleé MOI'YT HApyIIUTh BBIUMCIUTEILHBI
IIpolIecc, a C IPYrov - MUMeTb BO3MOXXHOCTh B3aVIMOJeVICTBOBaTh
¢ npyrmmm Kyomramm. Kpome TOro HeoOXommMmo WMeThb
BO3MOXXHOCTb M3MepPUTh OKOHYATeJIbHOe COCTOsIHMe KyOuUTOB 1
0TOOpa3uUTh pe3yJIbTaThl BBIYMCIIEHNTA.

YueHble BO BceM MUpe VCIIOIb3YIOT HECKOJIBKO IIOIXOIOB
IUIS CO3aHVIS IIEPBBIX IIPOTOTUIIOB KBAHTOBBIX KOMITBIOTEPOB.

4. Give the summary of the text using the key terms.

BIOINFORMATICS

Read the following words and word combinations and use
them for understanding and translation of the text:

undertaking - npeanpuaTne, HauUMHaHMe, TeJI0
inherently - mo cymecrsy

gene - reH

intricate - cJI0>KHBIVI, 3aITlyTaHHBIN

protein folding - ceopaunBanme Ge1KOB
unlikely - HeBeposITHBIVI, MasT000eIIArOIIITI

to harness - ncnose30BaTh
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simulation - MmomeMpoBaHMe

makeup - cocTaB, CTpyKTypa, CTpoeHme

advent - npmxon, mosiBIeHMe

predator - xMIrHMK

to devise - paspabaTbpIBaTh, IPUIYMBIBaTh, M300peTaTh
sophisticated - c;10>kxHBII

feasible- BO3MO>XHBIVI, OCYIIIeCTBUMBI

to probe - ccrienoBaTh, IPO30HAMPOBATH

to bridge the gap - ycrpaauTs paspsis

emergent behavior - HerpenckasyeMoe roBegeHe
to inspire - BHOXHOBJISITH, BOONYIIIEB/ISITH

Broadly speaking, bioinformatics (and the related field of
computational biology) is the application of mathematical and
information-science techniques to biology. This undertaking is
inherently difficult because a living organism represents such a
complex interaction of chemical processes. As more has been
learned about the genome of humans and other organisms, it
has become increasingly clear that the “programs” represented
by gene sequences are “interpreted” through complex
interactions of genes and the environment. Given this
complexity, the great strides that have been made in genetics
and the detailed study of metabolic and other biological
processes would have been impossible without advances in
computing and computer science.

Application to genetics.

Since information in the form of DNA sequences is the heart of
genetics, information science plays a key role in understanding
its significance and expression. The sequences of genes that
determine the makeup and behavior of organisms can be
represented and manipulated as strings of symbols using, for
example, indexing and search algorithms. It is thus natural that
the advent of powerful computer workstations and automated
lab equipment would lead to the automation of gene
sequencing, comparing or determining the relationship
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between corresponding sequences. The completion of the
sequencing of the human genome well ahead of schedule was
thus a triumph of computer science as well as biology.

From genes to protein.

Gene sequences are only half of many problems in biology.
Computational techniques are also being increasingly applied
to the analysis and simulation of the many intricate chemical
steps that link genetic information to expression in the form of
particular protein and its three-dimensional structure in the
process known as protein folding. The development of better
algorithms and more powerful computing architectures for
such analysis can further speed up research, avoid wasteful
“dead ends”, and bring effective treatments for cancer and
other serious diseases to market sooner. The unlikely platform
of a Sony PlayStation 3 and its powerful processor has been
harnessed to turn gamers’ idle time to the processing of protein-
folding data in the Folding@Home project.

Simulation

A variety of other types of biological computer simulation have
been employed. Examples include the chemical components
that are responsible for metabolic activity in organisms, the
structure of the nervous system and the brain (neural network),
and the interaction of multiple predators and food sources in an
ecosystem. Simulations can also incorporate algorithms first
devised by artificial intelligence researchers (genetic
algorithms). Simulations are combined with sophisticated
graphics to enable researchers to visualize structure.
Visualization algorithms developed for biomedical research can
also be applied to the development of advanced MRI and other
scans for use in diagnosis and therapy.

A fruitful relationship
Bioinformatics has been one of the “hottest” areas in computing
in recent years, often following trends in the broader “biotech”
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sector. This challenging field involves such diverse subjects as
genetics, biochemistry, physiology, mathematics (structural and
statistical), database analysis and search techniques, simulation,
modeling, graphics and image analysis. Major projects often
involve close cooperation between bioinformatics specialists
and other researchers. Researchers must also consider how the
availability of ever-increasing computing power might make
previously impossible projects feasible.

The relationship between biology and computer science seems
destined to be even more fruitful in coming years. As software
tools allow researchers to probe ever more deeply into
biological processes and to bridge the gap between physics,
biochemistry, and the emergent behavior of the living
organisms, understanding of those processes may in turn
inspire the creation of new architectures and algorithms in
areas such as artificial intelligence and robotics.

Notes:

DNA (Deoxyribonucleic acid) - mesoxcupuboHykIerHOBas
kucitoTa (JJHK)- MakpomMoriexyita, oOecrieunBaroliiast XxpaHeHue,
nepefady W3 IIOKOJIGHWS B IIOKOJIeHMe W pean3aliyio
reHeTV4ecKoy IIporpaMMbl pasBUTHSA M (PYHKIMOHUPOBAHMA
JKVIBBIX OPTaHM3MOB.

Folding@Home - mmpoeKT pacrpesie/leHHBIX BBIUMCIIEHUI IS
MpoBeleHNsI KOMITBIOTePHOTO MOeJIMPOBaHMsl CBepThIBaHMA
MoOJIeKyJI OesTka

MRI (Magnetic Resonance Imaging) - MarHUTHO-pe30HaHCHAas
ToMorpadms

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases.
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Broadly speaking, bioinformatics (and the related field
of computational biology) is the application of
mathematical and information-science techniques to
biology.

Given this complexity, the great strides that have been
made in genetics and the detailed study of metabolic
and other biological processes would have been
impossible without advances in computing and
computer science.

The completion of the sequencing of the human genome
well ahead of schedule was thus a triumph of computer
science as well as biology.

Understanding of those processes may in turn inspire
the creation of new architectures and algorithms in areas
such as artificial intelligence and robotics.

The relationship between biology and computer science
seems destined to be even more fruitful in coming years.

2. Answer the following questions:

—

What is bioinformatics?

How did advances in computing and computer science
affect the development of genetics?

Why is information science so important for
understanding genetics?

Describe the applications of computational techniques
in the research of genetics.

How is the relationship between biology and computer
science supposed to develop in future?

3. Translate into English:

B HacTogmiee BpeMs, KOorga KaKObIVi HOBBIMI IIar B
COBEPIIEHCTBOBAHMN I10JTYIIPOBOTHVKOBBIX TEXHOJIOI M TA€TCs
CO Bce OOJBIIMM TPYHAOM, y4eHble WIIYT aJbTepHaTVBHbBIE
BO3MOXXHOCTU pasBuTHA BBIYVCIIUTEIIBHBIX CUCTEM.

275



EcrecTBeHHBIVI WMHTepec Ppsda WMCCIIeAOBAaTeIbCKMUX TPYIII
BBI3BAIII IIPUPOAHBIE CIOCOOBI XpaHeHMs W 00paboTKM
vHpOpMaMM B OMOJIOTMYECKMX CuUcTeMaX. VITorom wmx
VBBICKaHUV ~ sgBWIcA  ImOpma — MHAPOPMAIMOHHBIX U
MOJIEKYJISIPHBIX TEXHOJIOIMI 11 OVIOXVIMMIL - OVIOKOMITBIOTED.

[ToTeniMasr  OMOKOMIIBIOTEPOB ~ O4YeHb  BeMMK. lo
CPaBHEHMIO C OOBIYHBIMM BBIUVICIIVITEIIBHBIMI YCTPOVICTBAMM
OHU MMEIOT Psifl YHUKaJIBHBIX 0ocoOeHHOCTell. Bo-mepBbIx, oHM
VICIIOJIB3YIOT He OWHapHBIV, a TepHapHBI KO (TaK Kak
vH@OpMalVd B HUX KOOAMpYyeTcs TpoviKaMy HyKJIeoTu10B). Bo-
BTOPBIX, IIOCKOJIBKY BBIUMCIIEHWSI IIPOU3BOIOATCA  IIyTeM
OJTHOBPEMEHHOI'O  BCTYIUICHMS B pPeaklMio TPWUIMOHOB
monekysl [THK, onn Moryt BemosnmaTe mo 1014 onepaumin B
CeKyHAy. B-TpeTbux, BbIUMCIIMTE/IbHBIE YCTPOVICTBA Ha OCHOBE
XpaHAT [aHHble C IUIOTHOCTBIO, B TPWUIMOHBL pa3
HpeBbIIIaloNIer MoKasaTeIy ONTUYecKux OUCcKoB. VI HakoHer,
JTHK-xoMmbroTepbl VIMEIOT VICKJTIOUMTEJIbHO HU3KOe
3HeprooTpebIeHve.

HpyrmM  HepcHeKTMBHBIM  HallpaBjleHVeM  3aMeHBbI
HOJIyIIPOBOJHMKOBBIX ~ KOMIIBIOTEPOB  SIBJIfeTCd  CO3aHue
KJIETOYHBIX (GaxTepmaTbHBIX) KOMITBIOTEPOB. Omn
IIPENCTaBIISIIOT  CODOM caMOOpTaHM3YIOIIVecs KOJIOHUN
Pas/IMYHBIX ~ «YMHBIX» MWUKpoopranmsmoB. C  IOMOIIbIO
KJIETOUHBIX KOMIIBIOTEPOB CTaHeT BO3MOYKHBIM
HeIloCcpeICTBeHHOe oObenHeHMEe VHPOPMaIMIOHHOM
TEXHOJIOTMV VI OVIOTeXHOJIOT M.

buokommbproTepsl He paccumTaHbl Ha IIMPOKNME MAacChl
nosb3oBaresiert. Ho ydeHble Ha/JeloTCsl, UTO OHM HamAyT CBOe
MecTo B MemuimHe U dapmanum. [J1aBa wm3pamIbCKon
viccilefioBaTesibckot — Trpymnmbl  npodeccop Oxyn  Ilammpo
yBepeH, uro B mnepcrekTuse [IHK-HanomammHbl cMoOryT
B3aMIMOJIEVICTBOBaTh C KJIeTKaMy 4YeJloBeKa, OCYIIeCcTBIIATh
HaOmomeHne  3a  HOTEHIMAIBHBIMM  OOJI€3HETBOPHBIMM
VBMEHEHVISIMY VI CYIHTESVIPOBAT JIEKAPCTBa [ 151 OOPHOBI C HVIMIL

4. Give the summary of the text using the key terms.

276



NANOTECHNOLOGY

Read the following words and word combinations and use
them for understanding and translation of the text:

to space - paccTaBiIATH

precisely - TouHO, B TOUHOCTM

implication - 3HaueHMe, posIb

density - IuToTHOCTH

to dissipate - paccenBaTh

to overcome - rrpeomosieBaTh

dormant - gpemJTrOIINL, HAXOASIIIIMUVICSI B COCTOSTHUM I1OKOSI
branch - orBeTB/IEHNE

assembly - cOopka, MoHTaX

replication - KonupoBaHMe. perIPOIyKIIV
to deposit - momecTnTH. MOMeEIATH
nanotube - HaHOTpyOKa

conductor - mpoBOTHMK

to shrink - cokpamarecs

counterpart - 1BOVHMK, aHaJIOT

core - sIIPO, cepAevYHNK, CTep>KeHb
ultimate - KOHeYHBIVI, OKOHYATEIHLHBI

In a talk given in 1959, physicist Richard Feynman suggested
that it might be possible to manipulate atoms individually,
spacing them precisely. As Feynman also pointed out, the
implications of computer technology are potentially very
impressive. A current commercial DIMM memory module
about the size of a person’s little finger holds about 250
megabytes worth of data. Feynman calculated that if 100
precisely arranged atoms were used for each bit of information,
the contents of all the books that have ever been written could
be stored in a cube about 1/200 of an inch wide, just about the
smallest object the unaided human eye can see. Further,
although the density of computer logic circuits in
microprocessors is millions of times greater than it was with the
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computers of 1959, computers built at the atomic scale would be
billions of times smaller still. Indeed, they would be the
smallest computers possible short of one that used quantum
states within the atoms themselves to store information.
“Nanocomputers” could also efficiently dissipate heat energy,
overcoming a key problem with today’s increasingly dense
MiCroprocessors.

The idea of atomic-level engineering lay largely dormant for
about two decades. Starting with a 1981 paper, however, K. Eric
Drexler began to flesh out proposed structures and methods for
a branch of engineering he termed nanotechnology. (The “nano”
refers to a nanometer, or one billionth of a meter. The term
“nanotechnology had been coined by the Tokyo Science
University Professor Norio Taniguchi in 1974, and Drexler
unknowingly used a related term to describe what later became
known as molecular nanotechnology). Research in
nanotechnology focuses on two broad areas: assembly and
replication. Assembly is the problem of building tools (called
assemblers) that can deposit and position individual atoms.
Since such tools would almost certainly be prohibitively
expensive to manufacture individually, research has focused on
the idea of making tools that can reproduce themselves. This
area of research began with John von Neumann’s 1940s concept
of self-replicating computers.

There are several potential applications of nanotechnology in
the manufacture of computer components. One is the possible
use of carbon nanotubes in place of copper wires as conductors
in computer chips. As chips continue to shrink, the connectors
have also had to get smaller, but this in turn increases electrical
resistance and reduces efficiency. Nanotubes, however, are not
only superb electrical conductors, they are also far thinner than
their copper counterparts. Intel Corporation has conducted
promising tests of nanotube conductors, but it will likely be a
number of years before they can be manufactured on an
industrial scale.
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Another alternative is “nanowires”. One design consists of a
germanium core surrounded by a thin layer of crystalline
silicon. Nanowires are easier to manufacture than nanotubes,
but their performance and other characteristics may make them
less useful for general-purpose computing devices.

The ultimate goal is to make the actual transistors in computer
chips out of nanotubes instead of silicon. An important step in
this direction was achieved in 2006 by IBM researchers who
created a complete electronic circuit using a single carbon
nanotube molecule.

Notes:

DIMM (Dual In-line Memory Module) - gsycroponHUM
MOIYJ/Ib ITaMsATN

Intel Corporation - aMepuKaHCKast KOpIopalius,
IIPOM3BOLSIIIASL IIIMPOKNUI CHEKTP 3JIEKTPOHHBIX YCTPOVICTB W
KOMITBIOTEPHBIX KOMIIOHEHTOB, BKIIIOYUasl MUKPOIIPOIIECCOPHI,
HabOpBI crcTeMHOV JIOTVKM (umriceTsl) U np. IlItad-xkBapTmpa -
B ropope Canra-Kiapa (Kamdopums, CIIA).

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. A current commercial DIMM memory module about the
size of a person’s little finger holds about 250 megabytes
worth of data.

2. Indeed, they would be the smallest computers possible
short of one that used quantum states within the atoms
themselves to store information.

3. The idea of atomic-level engineering lay largely
dormant for about two decades.
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4. Starting with a 1981 paper, however, K. Eric Drexler
began to flesh out proposed structures and methods for
a branch of engineering he termed nanotechnology.

5. One is the possible use of carbon nanotubes in place of
copper wires as conductors in computer chips.

6. Intel Corporation has conducted promising tests of
nanotube conductors, but it will likely be a number of
years before they can be manufactured on an industrial
scale.

2. Answer the following questions:

1. When was the idea to manipulate atoms individually
first suggested?

2. What is nanotechnology?

3. Research in nanotechnology focuses on two broad areas.
What are they?

4. Describe the potential applications of nanotechnology in
manufacturing computer components.

5. What is the ultimate goal of nanotechnology in the field
of manufacturing computers?

3. Translate into English:

B 1959 romy Pwdyapp ®eriHMaH B CBOeM BBICTYIUICHUN
IpefcKasajl, 9YTo B OyaylleM, Hay4IMBIINICh MaHVITYJIVIPOBATh
OTIEJIbHBIMIM aTOMaM, 4YeJIOBeUYeCTBO CMOXET CHHTe3VpPOBaTh
Bce, yTo yromHo. B 1981 romy mosBuicd NepBbII MHCTPYMEHT
I MaHUIOYJIAIMM  aTOMaMM - TYHHEIbHBII MMKPOCKOII,
n3o0peTeHHBIVI yyeHbIMM 13 IBM. Okasaiock, 4To ¢ IOMOIIBIO
3TOr0 MMKPOCKOIAa MOXXHO He TOJIBKO «BUAETb» OTHeIbHble
aTOMBl, HO ¥ TOOHWMMATh M IepeMelaTb MX. DTUM ObUIa
IIPOJIeMOHCTPpOBaHa OpUHLIMIIVAIbHAs BO3MOXXHOCTh
MaHUITYJIMPOBaTh aToMaMl, a CTaJIO0 OBbITh, HEIIOCPEICTBEHHO
coOupaTh M3 HUX, CJIOBHO M3 KMPIWYMKOB, BCE, YTO YTOIHO:
JII000TI TIpeIMeT, J1I000e BeIecTBO.
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HanoTexHosormy oObIYHO AeJIST Ha TpY HallpaBJIeHMs:

- VBTOTOBJIEHVE 3JIeKTPOHHBIX CXeM, 3JIeMeHThI KOTOPBIX
COCTOSIT V3 HECKOJIBKVIX aTOMOB

- Cco3flaHMe HaHOMAIWH, T.e. MeXaHWU3MOB ¥ PoOOTOB
pasMepoM C MOJIEKYITy

- HeHOCpe;[LCTBeHHaH MaHT/IHYHHHT/IS{ aToOMaMIM n
MOJIEKYJIaMM.

braromapss  crpemurensHOMy — IIporpeccy B TaKmX
TEeXHOJIOTMSIX, KaK OITMKa, HaHOIUTOrpadmsi, MeXaHOXVIMMS U
3D mporoTunmpoBaHye, HaHOPEBOJIIOLMSA MOXeT IIPOU30VTH
yXKe B TeueHVe CIIeyIoIero gecaTieTvs. Korga 3To cryunrcs,
HaHOTeXHOJIOTMM  OKaXXyT BJIVSHME IpaKTUYecKy Ha Bce
00J1acTVt IPOMBIITUIEHHOCTN U OOITIeCTBa.

4. Give the summary of the text using the key terms.

UBIQUITOUS COMPUTING

Read the following words and word combinations and use
them for understanding and translation of the text:

discrete - mucKpeTHBIN

ubiquitous - moBceMecTHBIV, Be3eCyLIit
pervasive - paclipocTpaHeHHBIV, BCe0ObeMIIIOII
to communicate - coobmiaTe, nepegaBaTe
to tag - nobaBIATH

to track - mpociexxnBare

to predict - mporaosuposarh

tiny - Kpome4HsI

to embed - BcTrpanBats

to run out - KoHUaTHCA, VCTOIIATHCA
ambient - okpy>karorm

to attune (to) - HacTpanBaTh (Ha)
dashboard - nadopmanmonnas nasesin
cue - cMTHaJI, HaMeK
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seamlessly - s1erko, 6ecripensiTcTBEeHHO, O€3 IIpoOIeM
wearable - HocMMBIN

Traditionally people have thought of computers as discrete
devices used for specific purposes such as to send e-mail or
browse the Web. However, many researchers and futurists are
looking toward a new paradigm that is rapidly emerging.
Ubiquitous (or pervasive) computing focuses not on individual
computers and tasks but on a world where most objects
(including furniture and appliances) have the ability to
communicate information. Kevin Ashton, a British technologist
who created a system for tagging and tracking objects using
radio frequencies, has predicted a future where everything is
connected to the internet via tiny computer chips embedded
within, or as he called it “the Internet of things”. A fridge is
already available with an on-board computer, allowing it to
know its contents, order food when you run out and even
suggest suitable recipes, before setting the oven to the right
cooking temperature. It is also currently possible to control an
entire room- the thermostat, light switch, TV, stereo etc.- all
from a tablet or smartphone using wirelessly connected chips in
each of the controlled devices.

“The internet of things” can be viewed as the third phase in a
process where the emphasis has gradually shifted from
individual desktops (1980s) to the network and Internet (1990s)
to mobile presence and the ambient environment.

Some examples of ubiquitous computing might include:

- picture frames that display pictures attuned to the user’s
activities

- “dashboard” devices that can be set to display changing
information such as weather and stock quotes

- parking meters that can provide verbal directions to nearby
attractions

- kiosks or other facilities to provide verbal cues to guide
travelers, such as through airports
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- home monitoring systems that can sense and deal with
accidents or health emergencies.

Ubiquitous computing greatly increases the ability of people to
seamlessly access information for their daily activities. But the
fact that the user is in effect “embedded” in the network can
also raise issues of privacy and the receiving of unwanted
advertising or other information.

An early center of research in ubiquitous computing was Xerox
PARC, famous for its development of graphical user interface.
Today a major force is MIT, especially its Project Oxygen, which
explores networks of embedded computers. This challenging
research area brings together aspects of many other fields
(artificial intelligence, distributed computing, psychology of
computing, smart buildings and homes, touchscreen, user
interface, and wearable computers).

Notes:

XeroxPARC (Xerox Palo Alto Research Center) - HayuHO-
ViccIIeoBaTeNIbCKUM 1eHTp, ocHoBaHHBIM B 1970. B 2002 romy
PARC crast otziestbHOV KOMITaHMeN (B COOCTBEHHOCTM Xerox)
MIT - Massachusetts Institute of Technology

Project Oxygen- wccrenoBarenbckuii npoekt MIT s
Ppa3paboOTKI Be3eCyIIVIX BEIUVICTICHI

Assignments
1. Translate the sentences from the text into Russian in

writing paying attention to the underlined words and
phrases:

1. “The internet of things” can be viewed as the third
phase in a process where the emphasis has gradually
shifted from individual desktops (1980s) to the network
and Internet (1990s) to mobile presence and the ambient
environment.
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2. But the fact that the user is in effect “embedded” in the
network can also raise issues of privacy.

2. Answer the following questions:

—

What is ubiquitous computing?

2. A British technologist K. Ashton has predicted “the

Internet of things”. What does this mean?

Give examples of ubiquitous computing.

4. What are “the two sides of the coin” when using
ubiquitous computing in daily life?

5. Who deals with the research in ubiquitous computing?

®

3. Translate into English:

Uatepner Bemenn (The Internet of Things, IoT) -
KOHIIeMITVsI BBIYMCIIUTEIBHOV CeTU (PU3NIECKUX OOBEKTOB
(«BelIen»), OCHAIIEHHBIX BCTPOEHHBIMM TeXHOJIOTMAMM [IJIs
B3aVIMOJIEVICTBUA APYT C APYIOM WIM C BHeIIHeW Cpeovi.
Opranmsaumst  Takmx  ceTell  CIIOCOOHO  IepecTpOUTHb
SKOHOMIYEeCK/e ¥ OOIecTBeHHble ITPOIIeCChl, MCKIoYas W3
YacTM JIEVCTBUI ¥ OIleparii  HeoOXOAMMOCTh y4acTys
yesoBeKa.

Unes VlaTepHeTa Bemienl cama II0 ce0e O4YeHBb IIPOCTA.
[IpencraBuM, YTO BCe OKpYyXalolye HAC MpeaMeTsl WU
yCTpoVicTBa (OoMalliHue IpuOOpbl, oOfexXaa, IPOAYKTHI,
aBTOMOOWITV, ITPOMBIIIIEHHOEe 000pyHOBaHYe M Ap.) CHAOXKEHbI
MVUHVATIOPHBIMY ~ WIEHTUMUKAIIMOHHBIMI I CEHCOPHBIMM
ycrpovictBami. Torga mpu Hammumy HeOOXOAMMBIX KaHaIoB
CBSI3MI C HVIMM MOJXKHO He TOJIPKO OTCJIEKMBATH 3TV OOBEKTHI M
VIX IapaMeTpbl B IIPOCTPaHCTBe U BO BpeMeHM, HO U YIIPaBJIsTh
VMM, a TakKXe BKIIOYaTh MH@OPMAIMIO O HUX B OOIIyI0
«YMHYIO TUTaHeTY».

Konnermmmss  copmymmposana B 1999romy  kak
OCMBIC/IEHVe TepCIeKTUB IMMPOKOro IpUMeHeHNUs CpeJCTB
paaModacTOTHON  WIOeHTUUKAIMM IS B3auMMOEeVICTBUSA
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dusgecknx O0O0bEKTOB Mexay co0ol ¥ C  BHEIIHUM
OKpyXeHVeM. BuemgpeHue IIpakTWYecKMX peleHum g ee
peayzariuy HaumHasg ¢ 2010 roga cumTaeTcss BOCXOHAIIIM
TPeHOM B MHQOPMALMOHHBIX TEeXHOJIOTWSX, IIpeXie BCero,
Or1aromapsi IIOBCEMECTHOMY PacIpOCTPaHEHNIO OeCIIpOBOIHBIX
cereri, IIOSBJICHMIO OOJIaUHBIX  BBIYMICIICHU, PpasBUTIIO
TeXHOJIOIMY MEXMAaIIVHHOIO B3aIMOIEVICTBYIS U [IP.

4. Give the summary of the text using the key terms.

SUPERCOMPUTERS

Read the following words and word combinations and use
them for understanding and translation of the text:

successive - IIOC/IeAYIOMINT, IIPeeMCTBEeHHBIN
at a clock speed - ¢ TAKTOBOVI YacTOTOV

to take advantage of - Bocrionib30BaThCs
entire - 11e/IBIVI, IIOJTHBIV

the ultimate - B KoHeuHOM MTOTE

formerly - panbmIe

to soak up - BUMTHIBaTh, MOIJIOMIATH

protein - Ge10K

cost-effective - peHTa0ETBHBIN

distributed - pactipeneneHHBII

to feature - moka3wIBaTh, M300pa>kaTh
synergistic processing element - sgpo coemmaIBHOTO
Ha3HadYeHMs

ad hoc- cienmasIbHBIV, Ha JaHHBIV CITy4Yan
to parcel out - BeImeIATH, A€TUTH Ha YacTH
extraterrestrial - BHe3eMHOM

proximity - 6;1130cTH

mesh - ceTka, sT9erika

to rank - K;1accuduIMpoBaTh

285



high-performance computing - BpIcOKOIIpOM3BOAMUTEIbHbIE
BBIYMCIICHMS

benchmark - oTmMeTKa, cTaHIapT, 3TaJIOHHBIV TECT

to retain - coxpaHATE. yaep>XKuBaTh

The term supercomputer is not really an absolute term describing
a unique type of computer. Rather it has been used through
successive generations of computer design to describe the
fastest, most powerful computers available at a given time.
However, what makes these machines the fastest is usually
their adoption of a new technology or computer architecture
that later finds its way into standard computers.

The first supercomputer is generally considered to be the
Control Data CDC 6600, designed by Seymour Cray in 1964.
The speed of this machine came from its use of the new faster
silicon (rather than germanium) transistors and its ability to run
at a clock speed of 10 MHz (a speed that would be achieved by
personal computers by the middle 1980s).

Cray then left CDC to form Cray Research. He designed the
Cray I in 1976, the first of a highly successful series of
supercomputers. The Cray I took advantage of a new
technology: integrated circuits, and new architecture: vector
processing, in which a single instruction can be applied to an
entire series of numbers simultaneously. This innovation
marked the use of parallel processing as one of the
distinguishing features of supercomputers.

The next generation, the Cray X-MP carried parallelism further
by incorporating multiple processors ( the successor, Cray Y-
MP, had 8 processors which together could perform a billion
floating point operations per second (1 gigaflop).

Soon other companies (particularly the Japanese manufactures
NEC and Fujitsu) entered the market. The number of processors
in supercomputers increased to as many as 1,024, which can
exceed 1 trillion floating-point operations per second (1
teraflop)
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The ultimate in multiprocessing is the series of Connection
Machines built by Thinking Machines Inc. (TMI) and designed
by Daniel Hillis. These machines have up to 65,000 very simple
processors that run simultaneously and can form connections
dynamically, somewhat like the process in the human brain.
These “massively paralle]” machines are thus attractive for
artificial intelligence research.

As the power of standard computers continuous to grow,
applications that formerly required a multimillion-dollar
supercomputer can now run on a desktop workstation.

On the other hand there are always applications that will soak
up whatever computing power can be brought to bear on them.
These include: analysis of new aircraft designs, weather and
climate models, the study of nuclear reactions, and the creation
of models for the synthesis of proteins.

For many applications it may be more cost-effective to build
systems with numerous coordinated processors (a sort of
successor to the 1980s Connection Machine). For example, the
Beowolf architecture involves “clusters” of ordinary PCs
coordinated by software running on UNIX or Linux. The use of
free software and commodity PCs can make this approach
attractive, though application software still has to be rewritten
to run on the distributed processors.

A new resource for parallel supercomputing came from an
unlikely place: the new generation of cell processors found in
game consoles such as the Sony Playstation 3. This architecture
features tight integration of a central “power processor
element” with multiple “synergistic processing elements”.
Finally, an ad hoc “supercomputer” can be created almost for
free, using software that parcels out calculation tasks to
thousands of computers participating via the Internet, as with
SETI@Home (searching for extraterrestrial radio signals) and
Folding@Home (for protein-folding analysis). In another
approach, a large number of dedicated processors are placed in
close proximity to each other (e.g. in a computer cluster); this
saves considerable time moving data around and makes it
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possible for the processors to work together (rather than on
separate tasks), for example in mesh and hypercube
architecture.

The Top500 project ranks and details the 500 most powerful
(non-distributed) computer systems in the world. The project
was started in 1993 and publishes an updated list of the
supercomputers twice a year. The project aims to provide a
reliable basis for tracking and detecting trends in high-
performance computing and bases rankings on HPL, a portable
implementation of the high-performance LINPACK benchmark
written in FORTRAN for distributed memory computers.
According to the 42nd edition (November, 2013) of the Top500
list of the world’s most powerful supercomputers, Teanhe-2, a
supercomputer developed by China’s National University of
Defense Technology, retained its position as the world’s No.1
system with a performance of 33.86 petaflops/s (quadrillions of
calculations per second).

Titan, a Cray XK7 system installed at the Department of
Energy’s (DOE) Oak Ridge National Laboratory, remains the
No.2 system. It achieved 17.59 Pflops/s on the Linpack
benchmark. Titan is one of the most energy-efficient systems on
the list.

Notes:

NEC (Nippon Electric Corporation) - srioHcKasi KOMITaHMS,
IIPOV3BOAMTETIb 3JIEKTPOHHOVI, KOMITBIOTEPHOV TEXHUKM
Fujitsu - KpymHas AroHCKas Koproparys, IIPOV3BOLAMUTENIb
3JIEKTPOHVKNA

SETI@Home (Search for Extra-Terrestrial Intelligence at Home
- TIOMCK BHE3eMHOIO pasyMa Ha [IOMYy) - Hay4HBII
HEKOMMEpPYECKMII IIPOeKT JOOPOBOJIBHBIX BBIUMCIEHUN Ha
wiatdopme BOINC, VICTIOJIb3 YOI cBOOOIHEIC
BBIUVCIINTEIIbHBIE pecypchl Ha KOMITbIOTepax [100pOBOJIbIIeB
IS TIOVICKA PaIIOCUTHAJIOB BHE3€MHBIX [IMBVIIM3ALINI
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LINPACK  benchmark - TecT  HOpOwM3BOAMTEIBHOCTU
BBIUVMCIIATEIIBHBIX ~ CUCTEM, IO  pe3yjbTaTaM KOTOPOTO
cocrasisteTcs crvcok 500 Hambortee BBICOKOITPOVI3BOIMTETBHBIX
criCcTeM MUpa

Assignments

1. Translate the sentences from the text into Russian in
writing paying attention to the underlined words and
phrases:

1. Rather it has been used through successive generations
of computer design to describe the fastest, most
powerful computers available at a given time.

2. The Cray I took advantage of a new technology:
integrated circuits, and new architecture: vector
processing, in which a single instruction can be applied
to an entire series of numbers simultaneously.

3. The next generation, the Cray X-MP carried parallelism
further by incorporating multiple processors.

4. On the other hand there are always applications that
will soak up whatever computing power can be brought
to bear on them.

5. Finally, an ad hoc “supercomputer” can be created
almost for free, using software that parcels out
calculation tasks to thousands of computers
participating via the Internet.

2. Answer the following questions:

1. What does the term supercomputer describe?

2. What is considered to be the first supercomputer?

3. Which innovation marked the use of parallel processing
as one of the distinguishing features of supercomputers?

4. Describe resources for parallel “supercomputing”.

5. What is Top500 project?
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3. Translate into English:

«DUTa KOMIBIOTEPHOIO MUpPa»

CynepKoMITbIOTepBI HaXOMSATCS Ha BepIliHe CBOeoOpasHOoM
OupaMuIbl Mypa BbIUMCIUTEIbHON TexHUKN. CoBpeMeHHble
MammHbl  MOryT wuMeTb A0 100 Teicau mnpolleccopoB u
BpIONIHATE 60 000 Mpa. omepamuin B ceKyHAy. Victopusa
cynepkomiibiorepos B CCCP Hauvastace mmenso B MI'Y. Ilepsas
MarmHa «CTpesia» ObUTa mocTpoeHa B 1956 roxy jrereHapHBIM
KOHCTPYKTOPOM M OCHOBaTeJIeM  COBeTCKOVI  IIIKOJIBI
KOHCTPYKTOpOB BbrumciantessbHov TexHUKn C.A. JleGemeBbIM.
«Crpena» BemornHsuia 2000 onepami B ceKyHy M 3aHMMalIa
300 kB. M.

Crnepyromass MammHa «b2DCM-6», moctpoenHass B 1968
rofly, y’Ke BBIIIOJIHsUIa 1 MJIH. orlepalui B CeKyH/y U SBJIsUIach
Ha TOT MOMEHT OJIHOVI U3 CaMbIX OBICTPOJIEVICTBYIOIINX MaIlIH
B MUpe.

B 2008 r. Ha ©6ase HIMBL, MIY Obur mnocTpoeH
COBpEMEHHBIV CylepKoMIlbloTep «YeObllrieB», Ha3BaHHBIV B
4eCTh BEJIMKOTO pycckoro matemaTtuka. On 3anvMaet Bcero 100
KB. M., BecuT 30 TOHH M CIIOCOOEH BBIIOIHATL YXKe ThICAYN
MIJUIMapA0B OIlepaliil B CeKyH/IY.

CynepkoMImiproTep «JIomoHOCOB», HOCTPOEHHBIN
kommnanuen «T-ITnardopmsr» st MI'Y M. M.B. JTomoHOCOBa,-
HepBbII TMOPUIHBI CYIepKOMIIBIOTep TaKOoro Maciiraba B
Poccum 1 Bocrounont Esponie. B Hem wmcnosnbsyercsa Tpu Buaa
BBIUMCIIUTESIBHBIX ~ Y3JI0B U IIPOLIeCCOPBl C  Ppas/IMYHON
apXUTEKTYPOTL. ITpenmonaraercs VICIIOJIB30BaTh
CyHepKOMIIBIOTep s perneHus pecypcoeMKmx
BBIUMCIIUTEIBHBIX ~ 3aJad B paMKax @yHIaMeHTaIbHbIX
Hay4HBIX VCCIIe[IOBaHMV, a Takke I IPOBeleHNs Hay4dHOU
paboThl B 0671acTV paspaboOTKM aJIrOPUTMOB U IIPOrPaMMHOIO
oOecrieueHVs ISl MOIITHBIX BBIUVICIIUTEIIBHBIX CYCTEM.

CynepkoMIIpIOTepBl  pelllaloT ~ OIPOMHOE  KOJIMYeCTBO
Ba)XHBIX NPUKIAAHBIX M (pyHAaMeHTalIbHBIX 3amad. OmHu u3
HanboJlee YacTO BCTPEYaIOIINXCs - MOfIe/IMpOBaHue HeTSHBIX
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pe3epByapoB, IIpOeKTPOBaHMe XIINIITHBIX 3aCTPOeK Y HOBBIX
MaTepuasioB, IIpOBelleHNe BUPTyaIbHBIX Kpall-TeCTOB B
mpollecce  KOHCTpyuMpoBaHMs  aBToMoOwiIent. B~ MIY
«YebOpim1eB» 3aHMMaeTcs dpyHIaMeHTaIbHOV HayKov. Ha Hem,
B UaCTHOCTY, pellaeTcs 3ajava WCCJIe[JOBaHMs MarHUTHOIO
noima  3emsm. HesaMeHMMBI  CyIlepKOMIIBIOTEPBI WM B

Kpunrorpapum-  Hayke O  3amuTe  MHQOPMALN.
CynepkoMmbiorep 3 @dEKTMBHO BBIIIONIHSET IapaUlesIbHbIe
BBIYUVICIICHVIS Orarogaps OosbIIOMY KOJINYEeCTBY

CaMOCTOSITeJIbHBIX MUKPOITPOLIeCCOPOB.

He xaxpayro 3agauy MOXXHO pelllnTh Ha CyllepKOMIIbloTepe:
CJIOKHOCTb  33/jauy  JIOJDKHA COOTBETCTBOBATh — CJIOXKHOCTM
cvicreMbl. CaMBIM OOJIBIIIVIM CYIIEPKOMITBIOTEPOM, KaK 3TO HU
CTpaHHO, sBJIgeTcsl ceTb VIHTepHeT, KOTOpasi COedVHSIeT
OTrPOMHOEe KOJINYEeCTBO BBIUMCIINTEIIBHBIX MOIIIHOCTEV 110 BCEMY
Mupy. B OyayimieM, BO3MOXHO, ydacTcs CKOOPAVHMPOBAThb
YCWIVIS ¥ VICTIOJIb30BaTh HeBOCTpeOOBaHHbIe MOIIIHOCTY TaKOV
CyHepCyCcTeMBI.

Topics for essays (you might need additional information):

¢ Quantum computers versus traditional computers.
e Nanotechnology in our lives.

¢ The Internet of things may bring problems.

e Tiny biocomputers move closer to reality.

e Application of supercomputers.
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